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Abstract—For a broad-topic and ambiguous query, different users may have different search goals when they submit it to a search engine. The inference and analysis of user search goals can be very useful in improving search engine relevance and user experience. In this paper, we propose a novel approach to infer user search goals by analyzing search engine query logs. First, we propose a framework to discover different user search goals for a query by clustering the proposed feedback sessions. Feedback sessions are constructed from user click-through logs and can efficiently reflect the information needs of users. Second, we propose a novel approach to generate pseudo-documents to better represent the feedback sessions for clustering. Finally, we propose a new criterion “Classified Average Precision (CAP)” to evaluate the performance of inferring user search goals. Experimental results are presented using user click-through logs from a commercial search engine to validate the effectiveness of our proposed methods.
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1 INTRODUCTION

In web search applications, queries are submitted to search engines to represent the information needs of users. However, sometimes queries may not exactly represent users’ specific information needs since many ambiguous queries may cover a broad topic and different users may want to get information on different aspects when they submit the same query. For example, when the query “the sun” is submitted to a search engine, some users want to locate the homepage of a United Kingdom newspaper, while some others want to learn about the natural knowledge of the sun, as shown in Fig. 1. Therefore, it is necessary and potential to capture different user search goals in information retrieval. We define user search goals as the information on different aspects of a query that user groups want to obtain. Information need is a user’s particular desire to obtain information to satisfy his/her need. User search goals can be considered as the clusters of information needs for a query. The inference and analysis of user search goals can have a lot of advantages in improving search engine relevance and user experience. Some advantages are summarized as follows. First, we can restructure web search results [6], [18], [20] according to user search goals by grouping the search results with the same search goal; thus, users with different search goals can easily find what they want. Second, user search goals represented by some keywords can be utilized in query recommendation [2], [5], [7]; thus, the suggested queries can help users to form their queries more precisely. Third, the distributions of user search goals can also be useful in applications such as reranking web search results that contain different user search goals.

Due to its usefulness, many works about user search goals analysis have been investigated. They can be summarized into three classes: query classification, search result reorganization, and session boundary detection. In the first class, people attempt to infer user goals and intents by predefining some specific classes and performing query classification accordingly. Lee et al. [13] consider user goals as “Navigational” and “Informational” and categorize queries into these two classes. Li et al. [14] define query intents as “Product intent” and “Job intent” and they try to classify queries according to the defined intents. Other works focus on tagging queries with some predefined concepts to improve feature representation of queries [17]. However, since what users care about varies a lot for different queries, finding suitable predefined search goal classes is very difficult and impractical. In the second class, people try to reorganize search results. Wang and Zhai [18] learn interesting aspects of queries by analyzing the clicked URLs directly from user click-through logs to organize search results. However, this method has limitations since the number of different clicked URLs of a query may be small. Other works analyze the search results returned by the search engine when a query is submitted [6], [20]. Since user feedback is not considered, many noisy search results that are not clicked by any users may be analyzed as well. Therefore, this kind of methods cannot infer user search
goals precisely. In the third class, people aim at detecting session boundaries. Jones and Klinkner [11] predict goal and mission boundaries to hierarchically segment query logs. However, their method only identifies whether a pair of queries belong to the same goal or mission and does not care what the goal is in detail.

In this paper, we aim at discovering the number of diverse user search goals for a query and depicting each goal with some keywords automatically. We first propose a novel approach to infer user search goals for a query by clustering our proposed feedback sessions. The feedback session is defined as the series of both clicked and unclicked URLs and ends with the last URL that was clicked in a session from user click-through logs. Then, we propose a novel optimization method to map feedback sessions to pseudo-documents which can efficiently reflect user information needs. At last, we cluster these pseudo-documents to infer user search goals and depict them with some keywords. Since the evaluation of clustering is also an important problem, we also propose a novel evaluation criterion classified average precision (CAP) to evaluate the performance of the restructured web search results. We also demonstrate that the proposed evaluation criterion can help us to optimize the parameter in the clustering method when inferring user search goals.

To sum up, our work has three major contributions as follows:

- We propose a framework to infer different user search goals for a query by clustering feedback sessions. We demonstrate that clustering feedback sessions is more efficient than clustering search results or clicked URLs directly. Moreover, the distributions of different user search goals can be obtained conveniently after feedback sessions are clustered.
- We propose a novel optimization method to combine the enriched URLs in a feedback session to form a pseudo-document, which can effectively reflect the information need of a user. Thus, we can tell what the user search goals are in detail.
- We propose a new criterion CAP to evaluate the performance of user search goal inference based on restructuring web search results. Thus, we can determine the number of user search goals for a query.

The rest of the paper is organized as follows: The framework of our approach is presented in Section 2. The proposed feedback sessions and their representation namely pseudo-documents are described in Section 3. Section 4 describes the proposed method to infer user search goals. The evaluation criterion CAP is proposed in Section 5. Section 6 shows the experimental results and analysis. Section 7 reviews several related works and Section 8 concludes the paper.

2 FRAMEWORK OF OUR APPROACH

Fig. 2 shows the framework of our approach. Our framework consists of two parts divided by the dashed line.

In the upper part, all the feedback sessions of a query are first extracted from user click-through logs and mapped to pseudo-documents. Then, user search goals are inferred by clustering these pseudo-documents and depicted with some keywords. Since we do not know the exact number of user search goals in advance, several different values are tried and the optimal value will be determined by the feedback from the bottom part.

In the bottom part, the original search results are restructured based on the user search goals inferred from the upper part. Then, we evaluate the performance of restructuring search results by our proposed evaluation criterion CAP. And the evaluation result will be used as the feedback to select the optimal number of user search goals in the upper part.

3 REPRESENTATION OF FEEDBACK SESSIONS

In this section, we first describe the proposed feedback sessions and then we introduce the proposed pseudo-documents to represent feedback sessions.

3.1 Feedback Sessions

Generally, a session for web search is a series of successive queries to satisfy a single information need and some clicked search results [11]. In this paper, we focus on inferring user search goals for a particular query. Therefore, the single session containing only one query is introduced, which distinguishes from the conventional session. Meanwhile, the feedback session in this paper is based on a single session, although it can be extended to the whole session.
The proposed feedback session consists of both clicked and unclicked URLs and ends with the last URL that was clicked in a single session. It is motivated that before the last click, all the URLs have been scanned and evaluated by users. Therefore, besides the clicked URLs, the unclicked ones before the last click should be a part of the user feedbacks. Fig. 3 shows an example of a feedback session and a single session. In Fig. 3, the left part lists 10 search results of the query “the sun” and the right part is a user’s click sequence where “0” means “unclicked.” The single session includes all the 10 URLs in Fig. 3, while the feedback session only includes the seven URLs in the rectangular box. The seven URLs consist of three clicked URLs and four unclicked URLs in this example. Generally speaking, since users will scan the URLs one by one from top to down, we can consider that besides the three clicked URLs, the four unclicked ones in the rectangular box have also been browsed and evaluated by the user and they should reasonably be a part of the user feedback. Inside the feedback session, the clicked URLs tell what users require and the unclicked URLs reflect what users do not care about. It should be noted that the unclicked URLs after the last clicked URL should not be included into the feedback sessions since it is not certain whether they were scanned or not.

Each feedback session can tell what a user requires and what he/she does not care about. Moreover, there are plenty of diverse feedback sessions in user click-through logs. Therefore, for inferring user search goals, it is more efficient to analyze the feedback sessions than to analyze the search results or clicked URLs directly.
Search results

<table>
<thead>
<tr>
<th>URL</th>
<th>Click sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="http://www.thesun.co.uk/">www.thesun.co.uk/</a></td>
<td>0</td>
</tr>
<tr>
<td><a href="http://www.nineplanets.org/sol.html">www.nineplanets.org/sol.html</a></td>
<td>1</td>
</tr>
<tr>
<td><a href="http://www.solarviews.com/eng/sun.htm">www.solarviews.com/eng/sun.htm</a></td>
<td>2</td>
</tr>
<tr>
<td>en.wikipedia.org/wiki/Sun</td>
<td>0</td>
</tr>
<tr>
<td><a href="http://www.thesunmagazine.org/">www.thesunmagazine.org/</a></td>
<td>0</td>
</tr>
<tr>
<td><a href="http://www.space.com/sun/">www.space.com/sun/</a></td>
<td>0</td>
</tr>
<tr>
<td>en.wikipedia.org/wiki/The_Sun_(newspaper)</td>
<td>3</td>
</tr>
</tbody>
</table>

Click sequence

<table>
<thead>
<tr>
<th>URL</th>
<th>Click sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="http://www.thesun.co.uk/">www.thesun.co.uk/</a></td>
<td>0</td>
</tr>
<tr>
<td><a href="http://www.nineplanets.org/sol.html">www.nineplanets.org/sol.html</a></td>
<td>1</td>
</tr>
<tr>
<td><a href="http://www.solarviews.com/eng/sun.htm">www.solarviews.com/eng/sun.htm</a></td>
<td>2</td>
</tr>
<tr>
<td>en.wikipedia.org/wiki/Sun</td>
<td>0</td>
</tr>
<tr>
<td><a href="http://www.thesunmagazine.org/">www.thesunmagazine.org/</a></td>
<td>0</td>
</tr>
<tr>
<td><a href="http://www.space.com/sun/">www.space.com/sun/</a></td>
<td>0</td>
</tr>
<tr>
<td>en.wikipedia.org/wiki/The_Sun_(newspaper)</td>
<td>3</td>
</tr>
</tbody>
</table>

Fig. 3. A feedback session in a single session. “0” in click sequence means “unclicked.” All the 10 URLs construct a single session. The URLs in the rectangular box construct a feedback session.

3.2 Map Feedback Sessions to Pseudo-Documents

Since feedback sessions vary a lot for different click-throughs and queries, it is unsuitable to directly use feedback sessions for inferring user search goals. Some representation method is needed to describe feedback sessions in a more efficient and coherent way. There can be many kinds of feature representations of feedback sessions. For example, Fig. 4 shows a popular binary vector method to represent a feedback session. Same as Fig. 3, search results are the URLs returned by the search engine when the query “the sun” is submitted, and “0” represents “unclicked” in the click sequence. The binary vector [0110001] can be used to represent the feedback session, where “1” represents “clicked” and “0” represents “unclicked.” However, since different feedback sessions have different numbers of URLs, the binary vectors of different feedback sessions may have different dimensions. Moreover, binary vector representation is not informative enough to tell the contents of user search goals. Therefore, it is improper to use methods such as the binary vectors and new methods are needed to represent feedback sessions.

For a query, users will usually have some vague keywords representing their interests in their minds. They use these keywords to determine whether a document can satisfy their needs. We name these keywords “goal texts” as shown in Fig. 5. However, although goal texts can reflect user information needs, they are latent and not expressed explicitly. Therefore, we introduce pseudo-documents as surrogates to approximate goal texts. Thus, pseudo-documents can be used to infer user search goals.

In this paper, we propose a novel way to map feedback sessions to pseudo-documents, as illustrated in Fig. 6. The building of a pseudo-document includes two steps. They are described in the following:

1) Representing the URLs in the feedback session. In the first step, we first enrich the URLs with additional textual contents by extracting the titles and snippets of the returned URLs appearing in the feedback session. In this way, each URL in a feedback session is represented by a small text paragraph that consists of its title and snippet. Then, some textual processes are implemented to those text paragraphs, such as transforming all the letters to lowercases, stemming and removing stop words. Finally, each URL’s title and snippet are represented by a Term Frequency-Inverse Document Frequency (TF-IDF) vector [1], respectively, as in

\[
T_{ui} = [t_{ui1}, t_{ui2}, \ldots, t_{uin}]^T, \quad (i = 1, 2, \ldots, n),
\]

\[
S_{ui} = [s_{ui1}, s_{ui2}, \ldots, s_{uin}]^T, \quad (i = 1, 2, \ldots, n),
\]

where \(T_{ui}\) and \(S_{ui}\) are the TF-IDF vectors of the URL’s title and snippet, respectively. \(u_i\) means the \(i\)th URL in the feedback session. And \(w_j (j = 1, 2, \ldots, n)\) is the \(j\)th term appearing in the enriched URLs. Here, a “term” is defined as a word or a number in the dictionary of document collections. \(t_{ij}\) and \(s_{ij}\) represent the TF-IDF value of the \(j\)th term in the URL’s title and snippet, respectively. Considering that URLs’ titles and snippets have different significances, we represent the enriched URL by the weighted sum of \(T_{ui}\) and \(S_{ui}\), namely

\[
F_{ui} = \omega_1 T_{ui} + \omega_2 S_{ui} = [f_{ui1}, f_{ui2}, \ldots, f_{uin}]^T, \quad \text{where} \quad \omega_1, \omega_2 \geq 0
\]

where \(F_{ui}\) means the feature representation of the \(i\)th URL in the feedback session, and \(\omega_1\) and \(\omega_2\) are the weights of the titles and the snippets, respectively. We set \(\omega_1 = 1\) at first. Then, we stipulate that the titles should be more significant than the snippets. Therefore, the weight of the titles should be higher and we set \(\omega_1\) to be 1.5 in this paper. We also tried to set \(\omega_2\) to be 2 in this paper. We also tried to set \(\omega_2\) to be 1.5, the results were similar. Based on (2), the feature representation of the URLs in the feedback session can be obtained. It is worth noting that although \(T_{ui}\) and \(S_{ui}\) are TF-IDF features, \(F_{ui}\) is not a TF-IDF feature. This is because the normalized TF feature is relative to the documents and therefore it cannot be aggregated across documents.
2) Forming pseudo-document based on URL representations.

In order to obtain the feature representation of a feedback session, we propose an optimization method to combine both clicked and unclicked URLs in the feedback session. Let $F_{fs}$ be the feature representation of a feedback session, and $f_{fs}(w)$ be the value for the term $w$. Let $F_{ucm}(m = 1, 2, \ldots, M)$ and $F_{uc}(l = 1, 2, \ldots, L)$ be the feature representations of the clicked and unclicked URLs in this feedback session, respectively. Let $f_{ucm}(w)$ and $f_{uc}(w)$ be the values for the term $w$ in the vectors. We want to obtain such a $F_{fs}$ that the sum of the distances between $F_{fs}$ and each $F_{ucm}$ is minimized and the sum of the distances between $F_{fs}$ and each $F_{uc}$ is maximized. Based on the assumption that the terms in the vectors are independent, we can perform optimization on each dimension independently, as shown in

$$
F_{fs} = [f_{fs}(w_1), f_{fs}(w_2), \ldots, f_{fs}(w_n)]^T,
$$

$$
f_{fs}(w) = \arg \min_{f_{fs}(w)} \left\{ \sum_{M} [f_{fs}(w) - f_{ucm}(w)]^2 - \lambda \sum_{L} [f_{fs}(w) - f_{uc}(w)]^2 \right\}, f_{fs}(w) \in I_c.
$$

Let $I_c$ be the interval $[\mu_{f_{uc}}(w) - \sigma_{f_{uc}}(w), \mu_{f_{uc}}(w) + \sigma_{f_{uc}}(w)]$ and $I_{uc}$ be the interval $[\mu_{f_{ucm}}(w) - \sigma_{f_{ucm}}(w), \mu_{f_{ucm}}(w) + \sigma_{f_{ucm}}(w)]$, where $\mu_{f_{uc}}(w)$ and $\sigma_{f_{uc}}(w)$ represent the mean and mean square error of $f_{uc}(w)$ respectively, and $\mu_{f_{ucm}}(w)$ and $\sigma_{f_{ucm}}(w)$ represent the mean and mean square error of $f_{ucm}(w)$, respectively. If $I_c \subseteq I_{uc}$ or $I_{uc} \subseteq I_c$, we consider that the user does not care about the term $w$. In this situation, we set $f_{fs}(w)$ to be 0, as shown in

$$
f_{fs}(w) = 0, I_c \subseteq I_{uc} \text{ or } I_{uc} \subseteq I_c.
$$

$\lambda$ is a parameter balancing the importance of clicked and unclicked URLs. When $\lambda$ in (3) is 0, unclicked URLs are not taken into account. On the other hand, if $\lambda$ is too big, unclicked URLs will dominate the value of $f_{fs}(w)$. In this paper, we set $\lambda$ to be 0.5.

It is worth noting that people will also skip some URLs because they are too similar to the previous ones. In this situation, the “unclicked” URLs could wrongly reduce the weight of some terms in the pseudo-documents to some extent. However, our method can address this problem. Let us analyze the problem from three cases. Case 1 (the ideal case): one term appears in all the clicked URLs and does not appear in any unclicked ones. In this case, people skip because the unclicked URLs do not contain this important term. The weight of the term in the pseudo-document will be set to the highest value in $I_c$ in (3). Case 2 (the general case): one term appears in both the clicked URLs and a subset of the unclicked ones. In this case, some unclicked URLs are skipped because they are irrelevant and some are skipped because of duplication. The weight of the term will be reduced to some extent; however, it will not be set to zero and it is still included in $I_c$ according to (3). Therefore, skipping because of duplication does not affect too much in this case. Case 3 (the bad case): one term appears in both the clicked URLs and almost all the unclicked ones. In this case, people skip because of duplication. $I_c$ could contain $I_{uc}$ and the weight of the term will be set to zero according to (4). However, when this case happens, both the clicked and the unclicked URLs are almost about one single subject and the term is no longer distinguishable. Therefore, even if people skip some unclicked URLs because of duplication, our method can still assign reasonable weight of the term in most cases.

Up to now, the feedback session is represented by $F_{fs}$. Each dimension of $F_{fs}$ indicates the importance of a term in this feedback session. $F_{fs}$ is the pseudo-document that we want to introduce. It reflects what users desire and what they do not care about. It can be used to approximate the goal texts in user mind.
4 INFERRING USER SEARCH GOALS BY CLUSTERING PSEUDO-DOCUMENTS

With the proposed pseudo-documents, we can infer user search goals. In this section, we will describe how to infer user search goals and depict them with some meaningful keywords.

As in (3) and (4), each feedback session is represented by a pseudo-document and the feature representation of the pseudo-document is $F_{fs_i}$. The similarity between two pseudo-documents is computed as the cosine score of $F_{fs_i}$ and $F_{fs_j}$, as follows:

$$Sim_{i,j} = \frac{F_{fs_i} \cdot F_{fs_j}}{|F_{fs_i}||F_{fs_j}|}.$$  

(5)

And the distance between two feedback sessions is

$$Dis_{i,j} = 1 - Sim_{i,j}.$$  

(6)

We cluster pseudo-documents by K-means clustering which is simple and effective. Since we do not know the exact number of user search goals for each query, we set $K$ to be five different values (i.e., 1, 2, 3, 4, 5) and perform clustering based on these five values, respectively. The optimal value will be determined through the evaluation criterion presented in Section 5.

After clustering all the pseudo-documents, each cluster can be considered as one user search goal. The center point of a cluster is computed as the average of the vectors of all the pseudo-documents in the cluster, as shown in

$$F_{\text{center}_i} = \frac{\sum_{k=1}^{C_i} F_{fs_k}}{C_i}, \text{ (7)}$$

where $F_{\text{center}_i}$ is the $i$th cluster’s center and $C_i$ is the number of the pseudo-documents in the $i$th cluster. $F_{\text{center}_i}$ is utilized to conclude the search goal of the $i$th cluster.

Finally, the terms with the highest values in the center points are used as the keywords to depict user search goals. Note that an additional advantage of using this keyword-based description is that the extracted keywords can also be utilized to form a more meaningful query in query recommendation and thus can represent user information more effectively.

Moreover, since we can get the number of the feedback sessions in each cluster, the useful distributions of user search goals can be obtained simultaneously. The ratio of the number of the feedback sessions in one cluster and the total number of all the feedback sessions is the distribution of the corresponding user search goal.

5 EVALUATION BASED ON RESTRUCTURING WEB SEARCH RESULTS

The evaluation of user search goal inference is a big problem, since user search goals are not predefined and there is no ground truth. Previous work has not proposed a suitable approach on this task. Furthermore, since the optimal number of clusters is still not determined when inferring user search goals, a feedback information is needed to finally determine the best cluster number, as shown in Fig. 2. Therefore, it is necessary to develop a metric to evaluate the performance of user search goal inference objectively.

Considering that if user search goals are inferred properly, the search results can also be restructured properly, since restructuring web search results is one application of inferring user search goals. Therefore, we propose an evaluation method based on restructuring web search results to evaluate whether user search goals are inferred properly or not. In this section, we propose this novel criterion “Classified Average Precision” to evaluate the restructure results. Based on the proposed criterion, we also describe the method to select the best cluster number.

5.1 Restructuring Web Search Results

Since search engines always return millions of search results, it is necessary to organize them to make it easier for users to find out what they want. Restructuring web search results is an application of inferring user search goals. We will introduce how to restructure web search results by inferred user search goals at first. Then, the evaluation based on restructuring web search results will be described.

The inferred user search goals are represented by the vectors in (7) and the feature representation of each URL in the search results can be computed by (1) and (2). Then, we can categorize each URL into a cluster centered by the inferred search goals. In this paper, we perform categorization by choosing the smallest distance between the URL vector and user-search-goal vectors. By this way, the search results can be restructured according to the inferred user search goals.

5.2 Evaluation Criterion

In order to apply the evaluation method to large-scale data, the single sessions in user click-through logs are used to minimize manual work. Because from user click-through logs, we can get implicit relevance feedbacks, namely “clicked” means relevant and “unclicked” means irrelevant. A possible evaluation criterion is the average precision (AP) [1] which evaluates according to user implicit feedbacks. AP is the average of precisions computed at the point of each relevant document in the ranked sequence, as shown in

$$AP = \frac{1}{N^+} \sum_{r=1}^{N} rel(r) \frac{R_r}{r},$$  

(8)

where $N^+$ is the number of relevant (or clicked) documents in the retrieved ones, $r$ is the rank, $N$ is the total number of retrieved documents, $rel()$ is a binary function on the relevance of a given rank, and $R_r$ is the number of relevant retrieved documents of rank $r$ or less. For example, Fig. 7a is a single session with user’s implicit feedback and we can compute AP as: $\frac{1}{4} \times \left( \frac{3}{3} + \frac{1}{2} + \frac{1}{2} + \frac{0}{3} \right) = 0.510$. However, AP is not suitable for evaluating the restructured or clustered searching results. The proposed new criterion for evaluating restructured results is described in the following.

As shown in Fig. 7b, the URLs in the single session are restructured into two classes where the un-boldfaced ones in Fig. 7a are clustered into class 1 and boldfaced ones are clustered into class 2. We first introduce “Voted AP (VAP)” which is the AP of the class including more clicks namely
votes. For example, the VAP of the restructured search results in Fig. 7b is the AP of class 1, calculated by:
\[
VAP = \frac{1}{3} / C(3) = 0.833.
\]
If the numbers of the clicks in two classes are the same, we select the bigger AP as the VAP. Assume that one user has only one search goal, then ideally all the clicked URLs in a single session should belong to one class. And a good restructuring of search results should have higher VAP.

However, VAP is still an unsatisfactory criterion. Considering an extreme case, if each URL in the click session is categorized into one class, VAP will always be the highest value namely 1 no matter whether users have so many search goals or not. Therefore, there should be a risk to avoid classifying search results into too many classes by error. We propose the risk as follows:
\[
Risk = \frac{\sum_{i,j=1}^{C_{2m}} d_{ij}}{C_{2m}^2}.
\]
It calculates the normalized number of clicked URL pairs that are not in the same class, where \( m \) is the number of the clicked URLs. If the pair of the \( i \)th clicked URL and the \( j \)th clicked URL are not categorized into one class, \( d_{ij} \) will be 1; otherwise, it will be 0. \( C_{2m}^2 = \frac{m(m-1)}{2} \) is the total number of the clicked URL pairs. In the example of Fig. 7b, the lines connect the clicked URL pairs and the values of the line reflect whether the two URLs are in the same class or not. Then, the risk in Fig. 7b can be calculated by: \( Risk = \frac{4}{9} = 0.5 \).

Based on the above discussions, we can further extend VAP by introducing the above Risk and propose a new criterion “Classified AP,” as shown below
\[
CAP = VAP \times (1 - Risk)^{\gamma}.
\]
From (10), we can see that CAP selects the AP of the class that user is interested in (i.e., with the most clicks/votes) and takes the risk of wrong classification into account. And \( \gamma \) is used to adjust the influence of Risk on CAP, which can be learned from training data. Finally, we utilize CAP to evaluate the performance of restructuring search results.

Considering another extreme case, if all the URLs in the search results are categorized into one class, Risk will always be the lowest namely 0; however, VAP could be very low. Generally, categorizing search results into less clusters will induce smaller Risk and bigger VAP, and more clusters will result in bigger Risk and smaller VAP. The proposed CAP depends on both of Risk and VAP.

### 6 Experiments

In this section, we will show experiments of our proposed algorithm. The data set that we used is based on the click-through logs from a commercial search engine collected over a period of two months, including totally 2,300 different queries, 2.5 million single sessions and 2.93 million clicks. On average, each query has 1,087 single sessions and 1,274 clicks. However, these queries are chosen randomly and they have totally different click numbers. Excluding those queries with less than five different clicked URLs, we
still have 1,720 queries. Before using the data sets, some preprocesses are implemented to the click-through logs including enriching URLs and term processing.

In our approach, we have two parameters to be fixed: $K$ in K-means clustering and $\gamma$ in (10). When clustering feedback sessions of a query, we try five different $K(1, 2, \ldots, 5)$ in K-means clustering. Then, we restructure the search results according to the inferred user search goals and evaluate the performance by CAP, respectively. At last, we select $K$ with the highest CAP.

Before computing CAP, we need to determine $\gamma$ in (10). We select 20 queries and empirically decide the number of user search goals of these queries. Then, we cluster the feedback sessions and restructure the search results with inferred user search goals. We tune the parameter $\gamma$ to make CAP the highest when $K$ in K-means accord with what we expected for most queries. Based on the above process, the optimal $\gamma$ is from 0.6 to 0.8 for the 20 queries. The mean and the variance of the optimal $\gamma$ are 0.697 and 0.005, respectively. Thus, we set $\gamma$ to be 0.7. Moreover, we use another 20 queries to compute CAP with the optimal $\gamma$ (0.7) and the result shows that it is proper to set $\gamma$ to be 0.7.

In the following, we will first give intuitive results of discovering user goals to show that our approach can depict user search goals properly with some meaningful words. Then, we will give the comparison between our method and the other two methods in restructuring web search results.

### 6.1 Intuitive Results of Inferring User Search Goals

We infer user search goals for a query by clustering its feedback sessions. User search goals are represented by the center points of different clusters. Since each dimension of the feature vector of a center point indicates the importance of the corresponding term, we choose those keywords with the highest values in the feature vector to depict the content of one user search goal.

Table 1 gives some examples of depicting user search goals with four keywords that have the highest values in those feature vectors. From these examples, we can get intuitive results of our search goal inference. Taking the query “lamborghini” as an example, since CAP of the restructured search results is the highest when $K = 3$, there are totally three clusters (i.e., three lines) corresponding to “lamborghini” and each cluster is represented by four keywords. From the keywords “car, history, company, overview,” we can find that this part of users are interested in the history of Lamborghini. From the keywords “new, auto, picture, vehicle,” we can see that other users want to retrieve the pictures of new Lamborghini cars. From the keywords “club, oica, worldwide, Lamborghini club,” we can find that the rest of the users are interested in a Lamborghini club. We can find that the inferred user search goals of the other queries are also meaningful. This confirms that our approach can infer user search goals properly and depict them with some keywords meaningfully.

### 6.2 Object Evaluation and Comparison

In this section, we will give the objective evaluation of our search goal inference method and the comparison with other two methods.

<table>
<thead>
<tr>
<th>Query</th>
<th>Four keywords to depict user search goals</th>
</tr>
</thead>
<tbody>
<tr>
<td>earth</td>
<td>google, map, wikipedia, planet</td>
</tr>
<tr>
<td></td>
<td>planet, solar, system, nineplanet</td>
</tr>
<tr>
<td></td>
<td>nasa, science, gov, nineplanet</td>
</tr>
<tr>
<td>graffiti</td>
<td>art, wall, writing, free</td>
</tr>
<tr>
<td>india</td>
<td>map, city, region, information</td>
</tr>
<tr>
<td></td>
<td>travel, information, welcome, land</td>
</tr>
<tr>
<td>lamborghini</td>
<td>car, history, company, overview</td>
</tr>
<tr>
<td></td>
<td>new, auto, picture, vehicle</td>
</tr>
<tr>
<td></td>
<td>club, oica, worldwide, lamborghini club</td>
</tr>
<tr>
<td>sex on the beach</td>
<td>photo, vh1, gallery, cocktail</td>
</tr>
<tr>
<td></td>
<td>recipe, vodka, cocktail, drink</td>
</tr>
<tr>
<td>the sun</td>
<td>news, photo, information, newspaper</td>
</tr>
<tr>
<td></td>
<td>star, earth, solar, sunspot</td>
</tr>
</tbody>
</table>

Three methods are compared. They are described as follows:

- Our proposed method clusters feedback sessions to infer user search goals.
- Method I clusters the top 100 search results to infer user search goals [6], [20]. First, we program to automatically submit the queries to the search engine again and crawl the top 100 search results including their titles and snippets for each query. Then, each search result is mapped to a feature vector according to (1) and (2). Finally, we cluster these 100 search results of a query to infer user search goals by K-means clustering and select the optimal $K$ based on CAP criterion.
- Method II clusters different clicked URLs directly [18]. In user click-through logs, a query has a lot of different single sessions; however, the different clicked URLs may be few. First, we select these different clicked URLs for a query from user click-through logs and enrich them with there titles and snippets as we do in our method. Then, each clicked URL is mapped to a feature vector according to (1) and (2). Finally, we cluster these different clicked URLs directly to infer user search goals as we do in our method and Method I.

In order to demonstrate that when inferring user search goals, clustering our proposed feedback sessions are more efficient than clustering search results and clicked URLs directly, we use the same framework and clustering method. The only difference is that the samples these three methods cluster are different. Note that in order to make the format of the data set suitable for Method I and Method II,
some data reorganization is performed to the data set. The performance evaluation and comparison are based on the restructuring web search results.

As shown in Fig. 8, we compare three methods for all the 1,720 queries. Fig. 8a compares our method with Method I and Fig. 8b compares ours with Method II. Risk and VAP are used to evaluate the performance of restructuring search results together. Each point in Fig. 8 represents the average Risk and VAP of a query. If the search results of a query are restructured properly, Risk should be small and VAP should be high and the point should tend to be at the top left corner. We can see that the points of our method are closer to the top left corner comparatively.

We compute the mean average VAP, Risk, and CAP of all the 1,720 queries as shown in Table 2. We can see that the mean average CAP of our method is the highest, 8.22 and 3.44 percent higher than Methods I and II respectively. The results of Method I are lower than ours due to the lack of user feedbacks. However, the results of Method II are close to ours. This is because a lot of queries are actually not ambiguous and thus the average improvement of our method for all the 1,720 queries is not very significant. Statistically, our method is better than Method I for 81.8 percent queries in totally 1,720 queries and better than Method II for 69.5 percent queries.

In order to further compare our method with the other two methods, we test the 100 most ambiguous queries. The results are shown in Fig. 9. We can see from Fig. 9 that the points of our method are much closer to the top left corner. The average CAPs of each query of the three methods are shown in Fig. 10. It is obvious that our method usually has the highest average CAP.

Table 3 represents the mean average VAP, Risk, and CAP of these 100 queries. It turns out that our proposed method has the highest mean average CAP, which is significantly higher than the other two methods by 36.2 and 14.6 percent. Statistically, our method is better than Method I for 100 percent queries in these 100 queries and better than Method II for 88 percent queries.

6.3 Analyze the Advantages of Clustering Feedback Sessions

In this section, we will give some intuitive explanation showing why clustering feedback sessions namely pseudo-documents is better than the other two methods when inferring user search goals. With the introduction of feedback sessions, we will have a lot of advantages. Some advantages are summarized as follows:

1) Feedback sessions can be considered as a process of resampling. If we view the original URLs in the search results as original samples, then feedback sessions can be viewed as the “processed” or “resampled” samples which differ from the original samples and reflect user information needs. Without resampling, there could be many noisy URLs in the search results, which are seldom clicked by users. If we cluster the search results with these noisy ones, the performance of clustering will degrade greatly. However, feedback sessions actually “resample” the URLs and exclude those noisy ones. Therefore, our method is much better than Method I. Furthermore, the resampling
by feedback sessions brings the information of user goal distribution to the new samples. For instance, most URLs in the search results of the query “the sun” are about the sun in nature while most feedback sessions are about the newspaper. Therefore, the introduction of feedback sessions provides a more reasonable way for clustering.

2) Feedback session is also a meaningful combination of several URLs. Therefore, it can reflect user information need more precisely and there are plenty of feedback sessions to be analyzed. For example, in Fig. 11, the solid points represent the clicked URLs mapped into a 2D space and we suppose that users have two search goals: the star points belong to one goal and the circle points belong to the other goal. The large ellipse in Fig. 11b represents a feedback session which is the combination of several clicked URLs. (In order to clarify the problem, we consider that feedback sessions only consist of click URLs here. However, if unclicked URLs are taken into account to construct feedback sessions, they will contain more information and be more efficient to be clustered.) Since the number of the different clicked URLs may be small, if we perform clustering directly on the points, it is very difficult to segment them precisely, as shown in Fig. 11a. However, supposing that most users have only one search goal, it is much easier to segment the

![Fig. 9. Comparison of three methods for 100 most ambiguous queries. Each point represents the average Risk and VAP of a query when evaluating the performance of restructuring the search results.](image)

![Fig. 10. The chart of CAP comparison of three methods for 100 most ambiguous queries.](image)

### TABLE 3
CAP Comparison of Three Methods for 100 Most Ambiguous Queries

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean Average VAP</th>
<th>Mean Average Risk</th>
<th>Mean Average CAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our method</td>
<td>0.807</td>
<td>0.159</td>
<td>0.715</td>
</tr>
<tr>
<td>Method I</td>
<td>0.583</td>
<td>0.138</td>
<td>0.525</td>
</tr>
<tr>
<td>Method II</td>
<td>0.750</td>
<td>0.231</td>
<td>0.624</td>
</tr>
</tbody>
</table>
ellipses in Fig. 11b. From another point of view, feedback sessions can also be viewed as a preclustering of the clicked URLs for a more efficient clustering. Moreover, the number of the combinations of the clicked URLs can be much larger than the one of the clicked URLs themselves. Therefore, our method is better than Method II.

7 RELATED WORK

In recent years, many works have been done to infer the so-called user goals or intents of a query [13], [14], [17]. But in fact, their works belong to query classification. Some works analyze the search results returned by the search engine directly to exploit different query aspects [6], [20]. However, query aspects without user feedback have limitations to improve search engine relevance. Some works take user feedback into account and analyze the different clicked URLs of a query in user click-through logs directly, nevertheless the number of different clicked URLs of a query may be not big enough to get ideal results. Wang and Zhai clustered queries and learned aspects of these similar queries [18], which solves the problem in part. However, their method does not work if we try to discover user search goals of a single query in the query cluster rather than a cluster of similar queries. For example, in [18], the query “car” is clustered with some other queries, such as “car rental,” “used car,” “car crash,” and “car audio.” Thus, the different aspects of the query “car” are able to be learned through their method. However, the query “used car” in the cluster can also have different aspects, which are difficult to be learned by their method. Some other works introduce search goals and missions to detect session boundary hierarchically [11]. However, their method only identifies whether a pair of queries belong to the same goal or mission and does not care what the goal is in detail.

A prior utilization of user click-through logs is to obtain user implicit feedback to enlarge training data when learning ranking functions in information retrieval. Thorsten Joachims did many works on how to use implicit feedback to improve the retrieval quality [8], [9], [10]. In our work, we consider feedback sessions as user implicit feedback and propose a novel optimization method to combine both clicked and unclicked URLs in feedback sessions to find out what users really require and what they do not care.

One application of user search goals is restructuring web search results. There are also some related works focusing on organizing the search results [6], [18], [20]. In this paper, we infer user search goals from user click-through logs and restructure the search results according to the inferred user search goals.

8 CONCLUSION

In this paper, a novel approach has been proposed to infer user search goals for a query by clustering its feedback sessions represented by pseudo-documents. First, we introduce feedback sessions to be analyzed to infer user search goals rather than search results or clicked URLs. Both the clicked URLs and the unclicked ones before the last click are considered as user implicit feedbacks and taken into account to construct feedback sessions. Therefore, feedback sessions can reflect user information needs more efficiently. Second, we map feedback sessions to pseudo-documents to approximate goal texts in user minds. The pseudo-documents can enrich the URLs with additional textual contents including the titles and snippets. Based on these pseudo-documents, user search goals can then be discovered and depicted with some keywords. Finally, a new criterion CAP is formulated to evaluate the performance of user search goal inference. Experimental results on user click-through logs from a commercial search engine demonstrate the effectiveness of our proposed methods.

The complexity of our approach is low and our approach can be used in reality easily. For each query, the running time depends on the number of feedback sessions. However, the dimension of $F_{ij}$ in (3) and (5) is not very high. Therefore, the running time is usually short. In reality, our approach can discover user search goals for some popular queries offline at first. Then, when users submit one of the queries, the search engine can return the results that are categorized into different groups according to user search goals online. Thus, users can find what they want conveniently.
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