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Abstract—Along with the development of cloud computing, an increasing number of enterprises start to adopt cloud service, which promotes the emergence of many cloud service providers. For cloud service providers, how to configure their cloud service platforms to obtain the maximum profit becomes increasingly the focus that they pay attention to. In this paper, we take customer satisfaction into consideration to address this problem. Customer satisfaction affects the profit of cloud service providers in two ways. On one hand, the cloud configuration affects the quality of service which is an important factor affecting customer satisfaction. On the other hand, the customer satisfaction affects the request arrival rate of a cloud service provider. However, few existing works take customer satisfaction into consideration in solving profit maximization problem, or the existing works considering customer satisfaction do not give a proper formalized definition for it. Hence, we firstly refer to the definition of customer satisfaction in economics and develop a formula for measuring customer satisfaction in cloud computing. And then, an analysis is given in detail on how the customer satisfaction affects the profit. Lastly, taking into consideration customer satisfaction, service-level agreement, renting price, energy consumption and so forth, a profit maximization problem is formulated and solved to get the optimal configuration such that the profit is maximized.
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1 INTRODUCTION

Cloud computing is the delivery of resources and computing as a service rather than a product over the Internet, such that accesses to shared hardware, software, databases, information, and all resources are provided to consumers on-demand [1]. Customers use and pay for services on-demand without considering the upfront infrastructure costs and the subsequent maintenance cost [2]. Due to such advantages, cloud computing is becoming more and more popular and has received considerable attention recently. Nowadays, there have been many cloud service providers, such as Amazon EC2 [3], Microsoft Azure [4], Salesforce.com [5], and so forth.

As a kind of new IT commercial model, profit is an important concern of cloud service providers. As shown in Fig. 1, the cloud service providers rent resources from infrastructure providers to configure the service platforms and provide paid services to customers to make profits. For cloud service providers, how to configure their cloud service platforms to obtain the maximal profit becomes increasingly the focus that they pay attention to.

The optimal configuration problem with profit maximization of cloud service providers has been researched in our previous researches [2, 6] which assumed that the cloud service demand is known in advance and not affected by external factors. However, the request arrival rate of a service provider is affected by many factors in actual, and customer satisfaction is the most important factor. For example, customers could submit their tasks to a cloud computing platform or execute them on their local computing platforms. The customer behavior depends on if the cloud service is attractive enough to them. To configure a cloud service platform properly, the cloud service provider should know how customer satisfaction affects the service demands. Hence, considering customer satisfaction in profit optimization problem is necessary. However, few existing works take customer satisfaction into consideration in solving profit maximization problem, or the existing works considering customer satisfaction do not give a proper formalized definition for it. To address the problem, this paper adopts the thought in Business Administration, and firstly defines the customer satisfaction level of cloud computing.
Based on the definition of customer satisfaction, we build a profit maximization model in which the effect of customer satisfaction on quality of service (QoS) and price of service (PoS) is considered. From an economic standpoint, two factors affecting customer satisfaction are QoS and PoS. The PoS is determined by cloud service providers. The QoS is determined by the service capacity of a cloud service provider which largely depends on its platform configuration. Under the given pricing strategy, the only way to improve the customer satisfaction level is to promote the QoS, which can be achieved by configuring cloud platform with higher service capacity. Doing so can affect a cloud service provider from two asides. On one hand, the higher customer satisfaction level leads to a higher market share, so the cloud service provider can gain more revenues. On the other hand, more resources are rented to improve the service capacity, which leads to the increase of costs. Hence, the ultimate solution of improving profit is to find an optimal cloud platform configuration scheme. In this paper, we build a customer-satisfaction-aware profit optimization model and propose a discrete hill climbing algorithm to find the numeric optimal cloud configuration for cloud service providers.

The contributions of this paper are listed as follows:

- Based on the definition of customer satisfaction level in economics, develop a calculation formula for measuring customer satisfaction in cloud;
- Analyze the interrelationship between customer satisfaction and profit, and build a profit optimization model considering customer satisfaction;
- Develop a discrete hill climbing algorithm to find the optimal cloud configuration such that the profit is maximized.

The rest of the paper is organized as follows. Section 2 reviews the related work on profit maximization in cloud computing. Section 3 gives a definition of customer satisfaction level and its calculation formula. Section 4 presents the cloud service system model and the service-level agreement adopted in this paper. In Section 5, the customer satisfaction of cloud service providers is calculated. Section 6 builds the profit optimization model and proposes a heuristic algorithm to find the optimal cloud configuration. Section 7 conducts a series of numerical calculations to analyze the changing trend of the customer satisfaction and the profit with varying cloud configuration. A group of comparisons are conducted to prove the superiority of our method. Finally, Section 8 concludes the works.

2 RELATED WORK

In this section, we firstly review the literatures concerning customer satisfaction, and then the profit maximization problem in cloud computing.

To estimate the service demand of a service provider, it is critical to measure its customer satisfaction. In business management, there have been many specialists who focus on the researches of the definition of customer satisfaction [7, 8, 9, 10, 11]. The concept of customer satisfaction is firstly proposed by Cardozo [7] in 1965 and he believed that high customer satisfaction produces purchase behavior again. After that, many different definitions are proposed for customer satisfaction. Howard and Sheth [8] considered customer satisfaction as the psychological states of a customer when evaluating the rationality of pay and gain. Churchill and Surprenant [9] considered customer satisfaction as the comparison results between the payment to buy a product or service and the benefit using this product or service. Tes and Wilton [10] defined customer satisfaction as the evaluation of the difference between prior expectation and cognitive performance. Parasuraman et al. [11] believed that customer satisfaction is a function of QoS and PoS. Although these definitions are described differently, their ideas are consistent with that of discrepancy theory [12, 13], that is, in any case, customer satisfaction is determined by the difference between prior expectation and actual cognitive afterwards.

In recent years, cloud computing has become a booming service industry. How to increase profit is an important issue for cloud service providers. Many works have been done to research this issue [2, 14, 15, 16, 17, 18, 19]. There are some researches focusing on the profit maximization problem of the service providers. Chaisiri et al. [18] took into consideration the uncertainty of the customers demand, and proposed a stochastic programming model with two-stage recourse to solve the profit maximization problem for the service providers. Cao et al. [2] proposed an optimal multiserver configuration strategy. Through the optimal strategy, the optimal configuration of multiserver system, i.e., the server size and the server speed, can be determined such that the profit of a multiserver system is maximized. Some papers consider the profit problem under different cloud computing environments. For example, Liu et al. [19] considered a cloud service provider operating geographically distributed data centers in a multi-electricity-market environment, and proposed an energy-efficient, profit- and cost-aware request dispatching and resource allocation algorithm to maximize a service providers net profit. In above works, they did not take customer satisfaction into consideration.

There are some works in cloud computing which consider customer satisfaction [20, 21, 22, 23, 24, 25, 26, 27, 28]. Chen et al. [20] adopted utility theory leveraged from economics and developed an utility model for measuring customer satisfaction in cloud. In the utility model, consumer satisfaction is relevant to two factors: service price and response time. They assumed that consumer satisfaction is decreased with higher service price and longer response time. In [21], the user satisfaction is calculated as the ratio of the actual QoS level and the expected QoS level. Wu et al. [22] proposed an admission control and scheduling algorithms for SaaS providers to maximize profit by minimizing cost and improve customer satisfaction level. However, they did not give a specific formula to measure customer satisfaction level. Chao et al. [24] proposed a customer satisfaction-aware algorithm based on the Ant-Colony Optimization (AMP) for geo-distributed datacenters. In this paper, the customer satisfaction model is same as that used in [20]. In [26], the authors defined the users’ satisfaction as the extent to which the user’s resource requirements have been met, and it is calculated as the ratio of the actual consumption and the expectation resources. In [27], Unuvar et al. proposed a predictive approach to select an optimum cloud availability zone that maximizes user satisfaction. However,
the user satisfaction here is defined as how much the requirements specified in a request are satisfied. Morshedlou and Meybodi [28] defined the users’ satisfaction level based on expected value of user’s utility that an user attaches to a certain monetary amount. However, the existing formulas measuring customer satisfaction of cloud computing cannot properly reflect the definition of customer satisfaction, and they did not take into account user’s psychological differences.

To address this problem, we use the definition of customer satisfaction leveraged from economics and develop a formula to measure customer satisfaction in cloud. And then, how cloud configuration affects customer satisfaction and how customer satisfaction affects the profit of cloud service providers are analyzed. Based on these works, a profit maximization problem considering customer satisfaction is formulated and solved such that the optimal configuration is obtained.

3 The Definition of Customer Satisfaction Level

Customer satisfaction is an important factor that should be considered in a service market, i.e., cloud computing, which is a measure of how products and services supplied by a company meet or surpass customer expectation [9, 10], and it directly affects the number of customers of a company, and the profit consequently. In general, the overall customer satisfaction level of a company is an accumulation of the satisfaction values of all customers. In the following, we first give the satisfaction formula of each customer, and then the overall customer satisfaction of a company.

3.1 Satisfaction of Single Customer

The QoS and PoS are two main factors affecting the service evaluation of each customer. Hence, we define the satisfaction of a customer $S_{one}$ as the product of QoS satisfaction and PoS satisfaction as follows:

$$S_{one} = S_{QoS} S_{PoS},$$

where $S_{QoS}$ and $S_{PoS}$ are the QoS satisfaction and PoS satisfaction, respectively.

QoS satisfaction: From a psychological point, QoS is a subjective concept which is the result of the comparison that customers make between their expectations about a service and their perceptions of the way the service has been performed [11, 29, 30, 31]. The expectations are not generated out of thin air but based on the established price. For example, if the PoS of a provider is high, which implies that its QoS would be better than those providers with a lower price, hence, the customers’ expectations of performance would be higher. Under a given price, if the perceptions of performance surpass the expectations, the QoS is considered as high, and vice versa. High QoS makes a high QoS satisfaction, and with the decreasing of QoS, the QoS satisfaction is dropping continuously. Hence, the true factor which affects QoS satisfaction is the discrepancy between the perception performance and the expectation performance. According to the discrepancy theory in economics, we formulate the QoS satisfaction of a customer as

$$S_{QoS} = \begin{cases} 1, & \text{if } p_{per} \geq p_{exp}; \\ e^{-(p_{per} - p_{exp})/p_{exp}}, & \text{if } p_{per} < p_{exp}. \end{cases}$$

where $p_{per}$ and $p_{exp}$ present the perception performance and the expectation performance, respectively.

PoS satisfaction: Similarly, the PoS satisfaction can be formulated as the comparison between the predefined price and the actual price, which is defined as

$$S_{PoS} = e^{(C_{pre} - C_{act})/C_{pre}},$$

where $C_{pre}$ and $C_{act}$ present the predefined price and the actual price, respectively. In general, the PoS of a service provider is pre-made. Before a customer submits the requests, the PoS is known which can be considered as the expected price. If the actual PoS is equal to the expected price, we consider the default satisfaction in terms of price to be 1, that means, the price has no effect on the total satisfaction. If the actual PoS is higher than the expected price, the PoS satisfaction is less than 1 and decreases with the increasing PoS. On the contrary, if the actual PoS is lower than the expected price, the customer can be delighted by the low price, hence the PoS satisfaction is greater than 1 and increases with the decreasing PoS.

3.2 Overall Customer Satisfaction

According Eq. (1), it is easy to estimate the satisfaction of each customer. However, what really matters is the overall customer satisfaction of a service provider (denoted by $S$), which is the expectation of satisfaction of all customers as Eq. (4):

$$S = \overline{S_{one}}.$$
the number of instructions that can be executed in one unit of time). Assume that the interarrival times of service requests are independent and identically distributed (i.i.d.) exponential random variables, in other words, the arrival requests follow a Poisson process with arrival rate $\lambda$ [2]. The execution requirements of the tasks (measured by the number of instructions to be executed) are i.i.d. exponential random variables $r$ with mean $\tau$. Since the server execution speed is $s$, the service times of the requests are also i.i.d. exponential random variables $x = r/s$ with mean $\overline{x} = \tau/s$. Hence, the average service rate, i.e., the average number of service requests that can be completed by a server with speed $s$ in one unit of time, is $\mu = 1/\overline{x} = s/\tau$.

Assume that the number of virtual machines in a server is fixed and cannot be changed during the runtime. Each arriving request enters the multiserver system and waits in a queue with infinite capacity when all the servers are busy. The first-come-first-served (FCFS) queuing strategy is adopted. Let $\pi_k$ denote the probability that there are $k$ service requests (waiting or being processed) in the $M/M/m$ queuing system. We have

$$\pi_k = \begin{cases} 
\frac{(m\rho)^k}{k!m^k}, & k \leq m; \\
\frac{(m\rho)^k}{k!}, & k > m,
\end{cases}$$

where

$$\lambda = \sum_{k=0}^{m-1} \frac{(m\rho)^k}{k!} + \frac{(m\rho)^m}{m!} \left(1 - \frac{1}{1 - \rho}\right)^{-1},$$

and $\rho$ is the server utilization which is calculated as $\rho = \lambda/mu = \lambda\tau/m = \lambda/\tau/s$.

If all servers are busy when a newly service request is submitted, it must wait and the probability is

$$\Pi_q = \sum_{k=m}^{\infty} \pi_k = \frac{\pi_m}{1 - \rho}.$$ 

Let $W$ denote the waiting time of a newly arrived service request to the multiserver $M/M/m$ system. The probability distribution function (pdf) of the waiting time is

$$f_W(t) = (1 - \Pi_q)u(t) + m\mu\pi_m e^{-(1-\rho)m\mu t},$$

where $u(t)$ is a unit impulse function defined as:

$$u_z(t) = \begin{cases} 
z, & 0 \leq t \leq \frac{1}{z}; \\
0, & t > \frac{1}{z},
\end{cases}$$

and

$$u(t) = \lim_{z \to \infty} u_z(t).$$

The function $u_z(t)$ has the following properties, i.e.,

$$\int_0^\infty u_z(t)dt = 1$$

and

$$\int_0^\infty tu_z(t)dt = z \int_0^{1/z} tdt = \frac{1}{2}.$$

### 4.2 The Service-Level Agreement

In general, the QoS is affected by many factors such as the service time, the failure rate and so forth. However, in this paper, we measure the QoS of a request by its response time for two reasons. First, the service time is easily measured. Second, it gives customers an intuitive feeling of QoS. For customers, they do not care how failures are managed when failures occur. They only care whether the task can be completed successfully and how long it takes.

The response times of requests are different from each other due to the changing system workload and limited service capacity, which leads to different QoS and QoS satisfaction. In general, each customer has a tolerable response time which is related to the execution requirement of its requests. We denote the tolerable response time of a request with execution requirement $r$ by $ct/r$, where $s_0$ is the baseline speed of a server and $c$ is a constant coefficient. If the response time of a request exceeds the tolerable value, the customer feels dissatisfaction about the service, which leads to the degrade of the overall customer satisfaction of the service provider.

To protect the interests of customers and maintain the customer satisfaction, there is always a service-level agreement (SLA) between a service provider and customers in which the QoS and the corresponding charge are stipulated. In this paper, we adopt a similar SLA with [2] which defines the service charge for a service request with execution requirement $r$ and response time $T$ to be

$$C(r, T) = \begin{cases} 
ar, & 0 \leq T < \frac{c}{s_0}; \\
ar - t(T - \frac{c}{s_0}), & \frac{c}{s_0} \leq T < \frac{c}{s_0} + \frac{c}{s_0}; \\
0, & T > \frac{c}{s_0} + \frac{c}{s_0}.\end{cases}$$

where $a$ is the service charge per unit amount of service and $t$ is a coefficient representing the compensation strength due to the low QoS.

This SLA stipulates how to compensate the customers when the QoS is low. In this case, a common approach adopted by service providers is reducing the charge as a compensation of low QoS to maintain the customer satisfaction. If the response time $T$ of serving a request is not longer than $(c/s_0)\ell$, then the service request is processed with high QoS and the customer is charged $ar$. If the response time $T$ is longer than $(c/s_0)\ell$ but not longer than $(a/\ell + c/s_0)\ell$, then the service request is served with low quality and the charge to a customer decreases linearly as $T$ increases. If the response time $T$ is longer than $(a/\ell + c/s_0)\ell$, the service is free [2].
5  Customer Satisfaction of Cloud Service Providers

In the following, the measurement of customer satisfaction of a cloud service provider is introduced based on Eq. (4).

The waiting time \( W \) of a service request is \( W = T - r/s \), where \( s \) is the actual speed of a server which can be decided by a service provider and \( r/s \) is the actual execution time under speed \( s \). Since the distribution function of waiting time \( W \) of service requests is known, it is better to rewrite Eq. (6) in terms \( r \) and waiting time \( W \) instead of response time \( T \). The rewritten charge function is

\[
C(r,W) = \begin{cases} 
  ar, & \text{if } 0 \leq W \leq \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r; \\
  (a + \frac{c}{s_0} - \frac{1}{s} - \frac{1}{r}) - \ell W, & \text{if } \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r < W \leq \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r; \\
  0, & \text{if } W > \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r.
\end{cases}
\]  

(7)

If we know the QoS of a request and its corresponding charge, it is easy to estimate its service satisfaction.

5.1 The Calculation of Single Customer Satisfaction

The expectation response time of a request with requirements \( r \) is \( \frac{cr}{s_0} \), that is, its expectation waiting time is \( \frac{cr}{s_0} - 1/s \). Assume that its actual waiting time is \( W \) and the actual price is \( x \) (\( x \) is the price per unit amount of service), then its QoS satisfaction is formulated as

\[
S_{\text{QoS}}(r,W) = \begin{cases} 
  e^{-\left(\frac{a}{s_0} - \frac{1}{s} - \frac{1}{r}\right)r - \frac{W}{r}}, & \text{if } W > \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r; \\
  1, & \text{if } 0 \leq W \leq \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r.
\end{cases}
\]  

(8)

and its PoS satisfaction is formulated as

\[
S_{\text{PoS}}(r,x) = \begin{cases} 
  1, & \text{if } x = a; \\
  e^{\frac{a}{s_0} - \frac{x}{s_0} - \frac{1}{r}}, & \text{if } x = (a + \frac{c}{s_0} - \frac{1}{s} - \frac{1}{r}) r; \\
  e, & \text{if } x = 0.
\end{cases}
\]  

(9)

Because the actual price \( x \) is determined by the waiting time \( W \) which is \( x = C(r,W)/r \), Eq. (9) can be rewritten by replacing the independent variable \( x \) with \( W \):

\[
S_{\text{PoS}}(r,W) = \begin{cases} 
  1, & \text{if } 0 \leq W \leq \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r; \\
  e^{\frac{a}{s_0} - \frac{W}{s_0} - \frac{1}{r}}, & \text{if } \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r < W \leq \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r; \\
  e, & \text{if } W > \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r.
\end{cases}
\]  

(10)

Substituting Eqs. (8) and (10) into Eq. (1), we can get the service satisfaction of a request with \( r \) and \( W \) as

\[
S_{\text{one}}(r,W) = \begin{cases} 
  1, & \text{if } 0 \leq W \leq \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r; \\
  e^{1 + \frac{a}{s_0} - \frac{1}{s} - \frac{1}{r} + \left( \frac{x}{c_0} - \frac{1}{s_0} - \frac{1}{s} \right) W}, & \text{if } \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r < W \leq \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r; \\
  e^{-\frac{a}{s_0} - \frac{1}{s} - \frac{1}{r}} W, & \text{if } W > \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r.
\end{cases}
\]  

(11)

In the given charge function of Eq. (6), \( \ell \) is a constant representing the compensation degree when the QoS cannot meet the expectation and it is determined by service providers. How to set \( \ell \) is a problem for service providers because it has a direct relation with their profit. Obviously, a greater \( \ell \) can improve the customer satisfaction more efficiently, but it also leads to lower revenues. In this paper, we assume that the range of customer satisfaction is between 0 and 1. Then, the \( \ell \) value should be selected properly such that each customer’s satisfaction is not greater than 1, and a proper range of \( \ell \) is given in Theorem 5.1.

Theorem 5.1. Let the maximal satisfaction of a customer be 1. \( \ell \) should be less than or equal to \( a/(\ell - \frac{c}{s_0}) \).

Proof. For a request with service requirement \( r \) and waiting time \( W \), its customer satisfaction can be analyzed in three situations according to Eq. (11):

- If \( 0 \leq W \leq \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r \), the customer satisfaction is always 1.
- If \( \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r < W \leq \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r \), the customer satisfaction is \( S_{\text{one}} e^{1 + \frac{a}{s_0} - \frac{1}{s} - \frac{1}{r} + \left( \frac{x}{c_0} - \frac{1}{s_0} - \frac{1}{s} \right) W} \) which is a monotone function of \( W \) since \( \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r \) is a constant. To guarantee the range of satisfaction be [0, 1], the satisfaction values at \( W_1 = \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r \) and \( W_2 = \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r \) are not greater than 1, and the corresponding inequality equation is
  \[
  S_{\text{one}}(r, W_1) = e^{1 + \frac{a}{s_0} - \frac{1}{s} - \frac{1}{r} + \left( \frac{x}{c_0} - \frac{1}{s_0} - \frac{1}{s} \right) W_1} = 1.
  \]  

(12)

- When \( W \) is longer than \( \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r \),
  \[
  S_{\text{one}}(r, W_2) = e^{1 + \frac{a}{s_0} - \frac{1}{s} - \frac{1}{r} + \left( \frac{x}{c_0} - \frac{1}{s_0} - \frac{1}{s} \right) W_2} = e^{1 - \frac{a}{s_0} - \frac{1}{s} - \frac{1}{r} W_2} \leq 1.
  \]  

(13)

Solving Eq. (13), we can get

\[
\ell \leq \frac{a}{c_0 - s_0 - 1/s}.
\]

- Similarly, the solution is
  \[
  \ell \leq \frac{a}{c_0 - s_0 - 1/s}.
  \]

To sum up, \( \ell \) is not greater than \( a/(\ell - c_0) \). This completes the proof of the theorem.

In this paper, we set \( \ell = a/(\ell - c_0) \) to maximize the customer satisfaction, so Eq. (11) is simplified as

\[
S_{\text{one}}(r,W) = \begin{cases} 
  1, & \text{if } 0 \leq W \leq \left( \frac{s_r}{s_0} - \frac{1}{s} \right) r; \\
  e^{-\frac{W}{c_0 - s_0 - 1/s}}, & \text{if } W > 2\left( \frac{s_r}{s_0} - \frac{1}{s} \right) r.
\end{cases}
\]  

(11)
and Eq. (7) is simplified as

\[
C(r, W) = \begin{cases} 
  ar, & \text{if } 0 \leq W \leq \left(\frac{s}{s_0} - \frac{1}{s}\right)r; \\
  2ar - aW/(\frac{s}{s_0} - \frac{1}{s}), & \text{if } \left(\frac{s}{s_0} - \frac{1}{s}\right)r < W \leq 2\left(\frac{s}{s_0} - \frac{1}{s}\right)r; \\
  0, & \text{if } W > 2\left(\frac{s}{s_0} - \frac{1}{s}\right)r.
\end{cases}
\]

### 5.2 The Overall Customer Satisfaction

Till now, the satisfaction of single customer has been given. The overall customer satisfaction \( S \) of a service provider is the expectation of satisfaction of all customers. The following theorem gives the customer satisfaction of a service provider.

**Theorem 5.2.** The overall customer satisfaction of a service provider is

\[
S = 1 - \frac{\Pi_q}{\bar{r}} \int_0^{\infty} e^{-(1-\rho)m\mu/(c/s_0-1/s)} \frac{1}{1-\rho} dz,
\]

where \( \Pi_q = \pi_m/(1-\rho) \) and \( \pi_m = \pi_0(m\rho)^m/m! \).

Proof. Since \( W \) is a random variable, \( S_{\text{one}}(r, W) \) is also a random variable because it is a function of \( W \) for a fixed \( r \). The customer satisfaction of a service provider which serves requests with the same execution requirement \( r \) is

\[
S(r) = S_{\text{one}}(r, W) = \int_{-\infty}^{\infty} f_W(t) S_{\text{one}}(r, t) dt
\]

\[
= \frac{2(\frac{s}{s_0} - \frac{1}{s})}{\bar{r}} \int_0^{\infty} f_W(t) dt + \int_0^{\infty} f_W(t) e^{2-\frac{(s_0-1/s)}{\bar{r}} t} dt
\]

\[
= \frac{2(\frac{s}{s_0} - \frac{1}{s})}{\bar{r}} \left(\Pi_q u(t) + \mu m \pi_m e^{-(1-\rho)m\mu} t\right) dt
\]

\[
+ \int_0^{\infty} \left(\Pi_q u(t) + \mu m \pi_m e^{-(1-\rho)m\mu} t\right) e^{2-\frac{(s_0-1/s)}{\bar{r}} t} dt
\]

\[
= 1 - \Pi_q + \frac{m \pi_m}{1-\rho} \left(1 - e^{-(1-\rho)m\mu(2/c/s_0-1/s)} r\right)
\]

\[
+ \frac{m \pi_m}{1-\rho} \left(1 - e^{-(1-\rho)m\mu(2/c/s_0-1/s)} r\right)
\]

\[
= 1 - \Pi_q + \frac{m \pi_m}{1-\rho} \left(1 - e^{-(1-\rho)m\mu(2/c/s_0-1/s)} r\right)
\]

\[
= 1 - \Pi_q + \frac{m \pi_m}{1-\rho} \left(1 - e^{-(1-\rho)m\mu(2/c/s_0-1/s)} r\right)
\]

Since \( r \) is an exponential random variable and its pdf is \( f_r(z) = \frac{1}{\bar{r}} e^{-z/\bar{r}} \), \( S(r) \) is also a random variable and its expectation is

\[
S = \mathbb{E}(S) = \int_{-\infty}^{\infty} f_r(z) S(z) dz
\]

\[
= \int_{0}^{\infty} e^{-z/\bar{r}} \Pi_q e^{-(1-\rho)m\mu(2/c/s_0-1/s)} dz + \int_{0}^{\infty} e^{-(1-\rho)m\mu(2/c/s_0-1/s)} z + 1 dz
\]

\[
= 1 - \Pi_q \int_{0}^{\infty} (1-\rho)m\mu(2/c/s_0-1/s) + 1 dz.
\]

The theorem is proved.

It is easy to know that the overall customer satisfaction \( S \) is related with \( \lambda, \bar{r}, m \) and \( s \), and its range is \([0, 1]\). Because the analytical solutions of \( S \) cannot be solved, its numerical solutions are adopted in the rest calculations.

### 6 The Profit Optimization Problem

In this Section, how the customer satisfaction of a service provider affects its profit is first analyzed. And then the profit optimization model is built to find the optimal configuration of cloud service providers.

#### 6.1 Customer Satisfaction Aware Arrival Rate

In a market economy, the customer satisfaction of a service provider affects its market share. Assume that the total market demand is \( \lambda_{\text{max}} \), the market share \( M_S \) of a service provider is the ratio of the actual task arrival rate \( \lambda \) and \( \lambda_{\text{max}} \) which can be formulated as

\[
M_S = \frac{\lambda}{\lambda_{\text{max}}}.
\]

In general, a higher customer satisfaction would lead to a larger market share, but the growth trends are different in different situations. In this paper, we assume that the market share \( M_S \) of a service provider is linearly increasing with its customer satisfaction which is denoted as

\[
M_S = \lambda
\]

Combining above two equations, we can get the relationship between the actual task arrival rate \( \lambda \) and the custom satisfaction \( M_S \) as

\[
\lambda = S(\lambda_{\text{max}})
\]

Substituting Eq. (15) into Eq. (16), we can get the task arrival rate of a service provider in steady state by solving Eq. (16). Eq. (16) is so complicated that we cannot find a closed-form solution of \( \lambda \). However, we can obtain a numerical solution of \( \lambda \) for it.

![Fig. 3: The changing trend of \( \lambda \).](image)

Fig. 3 gives the graph of \( y = S(\lambda_{\text{max}}) \) and \( y = \lambda \). From Fig. 3 it is easy to know that function \( y = S(\lambda_{\text{max}}) \) is monotonic decreasing and \( y = \lambda \) is monotonic increasing, so

\[
D(\lambda) = S(\lambda_{\text{max}}) - \lambda
\]
is a decreasing function of \( \lambda \). Hence, we can adopt the standard bisection method to find a numerical solution of \( \lambda \) and the process is given as Algorithm 1. In Algorithm 1, the input is arbitrary multiserver configuration \((m, s)\), and the output is the actual arrival rate \( \lambda_{m,s} \) of the service provider with configuration \((m, s)\).

**Algorithm 1 Actual Arrival Rate \( \lambda_{m,s} \)**

**Input:** multiserver configuration \( m \) and \( s \);

**Output:** the actual task arrival rate, \( \lambda_{m,s} \);

1: find the monotone interval \([\lambda_l, \lambda_u]\) of \( D(\lambda)\) such that \( D(\lambda_l) > 0 \) and \( D(\lambda_u) < 0 \);
2: while \( D(\lambda_l) - D(\lambda_u) > \varepsilon \) do
3: \( \lambda_{mid} \leftarrow (\lambda_l + \lambda_u)/2; \)
4: if \( G(\lambda_{mid}) < 0 \) then
5: \( \lambda_u \leftarrow \lambda_{mid}; \)
6: else
7: \( \lambda_l \leftarrow \lambda_{mid}; \)
8: break;
9: end if
10: calculate \( D(\lambda_l) \) and \( D(\lambda_u) \) using Eq. (17);
11: end while
12: \( \lambda_{mid} \leftarrow (\lambda_l + \lambda_u)/2; \)
13: \( \lambda_{m,s} \leftarrow \lambda_{mid}; \)

6.2 The Profit Model

From the service providers’ respective, the profit is mainly determined by the cost and the revenue.

6.2.1 The Cost Model

The cost of a service provider is mainly used to pay the rent and the electricity fee. A service provider rents servers from an infrastructure provider and pays the corresponding rent. The rent is determined by the number of rented servers and the rental price per server per unit of time. Assume that the rental price of one server per unit of time is \( \beta \), and \( m \) servers are rented. The rent per unit of time is calculated as \( E_{\text{rent}} = \beta m \).

Energy consumption is another major part of the cost paid by the service providers. In this paper, we focus on the compute-intensive service which consumes CPU resource mainly, hence, other energy consumption is assumed to be negligible. Generally, the power consumption in digital CMOS circuits can be modeled as \( P = P_d + P_s \), where \( P_d \) is dynamic power consumption and \( P_s \) is the power consumption when a server is idle [34]. In this paper, we set \( P_d = \xi s^\alpha \) where \( \alpha = 2.0 \) and \( \xi = 9.4192 \), and the energy consumption formula is widely used. In the M/M/m queuing system, the server utilization is \( \rho \), then the average amount of dynamic energy consumption of an \( m \)-server system with speed \( s \) per unit of time is \( m\rho \xi s^\alpha \). Let the cost of energy be \( \gamma \) per Watt. The total cost of energy consumption of the \( m \)-server system in one unit of time is \( E_{\text{energy}} = \gamma m(\rho \xi s^\alpha + P_s) \).

Based on the analysis above, the cost of a service provider is a sum of the rent and the energy consumption cost as follows:

\[
E = \beta m + \gamma m(\rho \xi s^\alpha + P_s).
\]

6.2.2 The Revenue Model

To calculate the revenue of a service provider, we should know the expected charge to a service request, which is given in Theorem 6.1.

**Theorem 6.1.** The expected charge to a service request is

\[
C = a\rho \left( 1 - \frac{\Pi_1}{1 - (2ms - \lambda \tau)(\frac{s}{s_0} + \frac{1}{s}) + 1} \right) - \frac{\Pi_2}{1 - (2ms - \lambda \tau)(\frac{s}{s_0} + \frac{1}{s}) + 1}. \tag{18}
\]

**Proof.** The proof is similar to that of Theorem 5.2. First, the expected charge to a request with execution requirement \( r \) is

\[
C(r) = C(r, W)
= \int_{-\infty}^{\infty} f_W(t) C(r, t) dt
= \int_0^{\frac{s_0}{s}} f_W(t) \left( \frac{a}{c/s_0 - 1/s} \right) dt
= \ar \left( 1 - \Pi_1 \right) + \int_0^{\frac{s_0}{s} + \frac{1}{s}} m\mu e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s} dt
= \ar \left( 1 - \Pi_1 \right) + \int_0^{\frac{s_0}{s} + \frac{1}{s}} m\mu e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s} dt.
\]

Since

\[
\int e^{-ax} dx = \frac{1}{-a} e^{-ax}
\]

and

\[
\int xe^{-ax} dx = \frac{1}{-a} (1 + ax) e^{-ax},
\]

we get

\[
C(r) = \ar \left( 1 - \Pi_1 \right) - \frac{\Pi_1 a}{1 - \rho} e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
- \frac{2\pi m\mu}{1 - \rho} \frac{1}{c/s_0 - 1/s} e^{-(1-\rho)\mu t} \left[ \frac{1}{c/s_0 - 1/s} \right]
+ \frac{\pi m\alpha}{c/s_0 - 1/s} \left( t + \frac{1}{(1-\rho)\mu t} \right) e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
= \ar \left( 1 - \Pi_1 \right) - \frac{2\pi m\mu}{1 - \rho} \frac{1}{c/s_0 - 1/s} e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
- \frac{2\pi m\mu}{1 - \rho} \frac{1}{c/s_0 - 1/s} e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
+ \frac{\Pi_1 a}{c/s_0 - 1/s} \left( \frac{1}{c/s_0 - 1/s} \right) e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
- \frac{\Pi_1 a}{c/s_0 - 1/s} \left( \frac{1}{c/s_0 - 1/s} \right) e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
= \ar \left( 1 - \Pi_1 \right) - \frac{2\pi m\mu}{1 - \rho} \frac{1}{c/s_0 - 1/s} e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
+ \frac{\Pi_1 a}{c/s_0 - 1/s} \left( \frac{1}{c/s_0 - 1/s} \right) e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
- \frac{\Pi_1 a}{c/s_0 - 1/s} \left( \frac{1}{c/s_0 - 1/s} \right) e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
= \ar \left( 1 - \Pi_1 \right) - \frac{2\pi m\mu}{1 - \rho} \frac{1}{c/s_0 - 1/s} e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
+ \frac{\Pi_1 a}{c/s_0 - 1/s} \left( \frac{1}{c/s_0 - 1/s} \right) e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
- \frac{\Pi_1 a}{c/s_0 - 1/s} \left( \frac{1}{c/s_0 - 1/s} \right) e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
= \ar \left( 1 - \Pi_1 \right) - \frac{2\pi m\mu}{1 - \rho} \frac{1}{c/s_0 - 1/s} e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
+ \frac{\Pi_1 a}{c/s_0 - 1/s} \left( \frac{1}{c/s_0 - 1/s} \right) e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
- \frac{\Pi_1 a}{c/s_0 - 1/s} \left( \frac{1}{c/s_0 - 1/s} \right) e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
= \ar \left( 1 - \Pi_1 \right) - \frac{2\pi m\mu}{1 - \rho} \frac{1}{c/s_0 - 1/s} e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
+ \frac{\Pi_1 a}{c/s_0 - 1/s} \left( \frac{1}{c/s_0 - 1/s} \right) e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
- \frac{\Pi_1 a}{c/s_0 - 1/s} \left( \frac{1}{c/s_0 - 1/s} \right) e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
= \ar \left( 1 - \Pi_1 \right) - \frac{2\pi m\mu}{1 - \rho} \frac{1}{c/s_0 - 1/s} e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
+ \frac{\Pi_1 a}{c/s_0 - 1/s} \left( \frac{1}{c/s_0 - 1/s} \right) e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
- \frac{\Pi_1 a}{c/s_0 - 1/s} \left( \frac{1}{c/s_0 - 1/s} \right) e^{-(1-\rho)\mu t} \frac{1}{c/s_0 - 1/s}
=
\]
Then, the expected charge to a service request is
\[
C = C(\lambda) = \int_0^\infty f_\lambda(z)C(z)dz = \int_0^\infty \frac{1}{\tau}e^{-z/\tau}(az + (c/s_0 - 1/s)(1-\rho)m\mu)(e^{-(1-\rho)2m\mu(\frac{z}{s_0} - \frac{1}{s})} - e^{-(1-\rho)m\mu(\frac{z}{s_0} - \frac{1}{s})})dz
\]
\[
= \frac{1}{\tau}(a\int_0^\infty ze^{-z/\tau}dz + \frac{\Pi_0a}{(c/s_0 - 1/s)(1-\rho)m\mu}(\int_0^\infty e^{-(1-\rho)2m\mu(\frac{z}{s_0} - \frac{1}{s})+1/\tau)z}dz - \int_0^\infty e^{-(1-\rho)m\mu(\frac{z}{s_0} - \frac{1}{s})+1/\tau)z}dz).
\]

Since
\[
\int_0^\infty e^{-az}dz = \frac{1}{-a}e^{-az}\bigg|_0^\infty = \frac{1}{a},
\]
and
\[
\int_0^\infty ze^{-az}dz = \frac{1}{a}\bigg(\frac{1}{a} - 1\bigg)e^{-az}\bigg|_0^\infty = \frac{1}{a^2},
\]
we get
\[
C = a\tau + \frac{\Pi_0a}{(c/s_0 - 1/s)(1-\rho)m\mu}(1 - \frac{1}{\tau} + \frac{1}{\tau})
\]
\[
= a\tau + \frac{\Pi_0a}{(c/s_0 - 1/s)(1-\rho)m\mu}(\frac{1}{\tau} + \frac{1}{\tau})
\]
\[
= a\tau + \frac{\Pi_0a}{(c/s_0 - 1/s)(1-\rho)m\mu}(\frac{(1-\rho)m\mu(\frac{z}{s_0} - \frac{1}{s})}{((1-\rho)2m\mu(\frac{z}{s_0} - \frac{1}{s})+1)((1-\rho)m\mu(\frac{z}{s_0} - \frac{1}{s})+1)})
\]
\[
= a\tau + \frac{\Pi_0a}{(2(ms-\lambda\tau)(c/s_0 - 1/s)+1)((ms-\lambda\tau)(c/s_0 - 1/s)+1)}.
\]

The theorem is proved.

Assume that the request arrival rate of a service provider is \(\lambda\), then its revenue is

\[
R = \lambda C.
\]

### 6.3 Problem Description

In Section 6.1, the actual request arrival rate \(\lambda_{m,s}\) of a service provider with server size \(m\) and server speed \(s\) has known, then the expected net profit of a service provider in one unit of time is

\[
G(m,s) = \lambda_{m,s}C_{m,s} - (\beta m + \gamma m(\rho_{m,s}\xi s^x + P^e)),
\]

where \(C_{m,s}\) and \(\rho_{m,s}\) is the expected charge serving a request and server utilization under the actual request demands.

From Eq. (19) we can see that the net profit is determined by the multiserver configuration scheme essentially. On one hand, the platform configuration directly affects the profit. On the other hand, the request requirement \(\lambda_{m,s}\) is affected by customer satisfaction which largely depends on the service capacity of a cloud service provider. Hence, the platform configuration affects the profit indirectly. Generally speaking, configuring a cloud platform with more resources and faster speed can lead to a higher service capacity and a higher customer satisfaction. A higher customer satisfaction can attract more customers, hence lead to the increasing of the revenue. Whereas, a higher platform configuration also has a negative effect which is the costs is increasing correspondingly.

To maximize the profit of a service provider, an optimal configuration scheme should be decided by finding a solution \((m, s)\) to the following optimization problem:

\[
\max G(m, s).
\]

Fig. 4 gives the graph of \(G(m, s)\) where \(\lambda_{\text{max}} = 20, s_0 = 1, \bar{r} = 1, c = 3, a = 15, P^* = 3, \alpha = 2.0, \xi = 9.4192, \beta = 1.5, \gamma = 0.3\).

The figure shows that there must be an optimal point where the profit is maximized. However, we cannot give an analytical expression of profit in terms of \(m\) and \(s\), so the analytical optimal solutions cannot be solved. To address this problem, we introduce a heuristic algorithm in next section to find a numerical optimal solution.

### 6.4 Algorithm for Optimal Multiserver Configuration

In this section, a heuristic algorithm is developed to find the optimal multiserver configuration such that the profit is maximized. According to the analysis above, it is known that under a fixed total market demand \(\lambda_{\text{max}}\), the market share of a cloud service provider is different along with its different configuration, and the actual task arrival rate \(\lambda_{m,s}\) at a given configuration can be calculated using Algorithm 1. Consequently, the net profit of a cloud service provider with different configuration is different, which can be calculated using Eq. (19).

To find the numerical optimal configuration, the search space should be discretized firstly. Under the discretized search space, the simplest way is brute force searching, e.g. calculating the profit of all possible configurations and selecting the optimal one. However, this brute force searching is not suitable due to high time complexity. To overcome this shortcoming, we propose a discrete hill climbing algorithm.
The hill climbing is a numerical optimization technique which starts with an arbitrary solution to a problem and attempts to find a better solution by incrementally changing a single element of the solution [35].

For a traditional hill climbing algorithm, the sufficient condition of finding a global optimum is that the problem should be a convex problem. Fig. 5 shows the details of \( G(m, s) \) in the range of server size [21,24] and server speed [0.9,1.3]. From Fig. 5, we can know that Eq. (19) is not a convex function because it has many extreme value points, so the search might stop in a local optimum when adopting traditional hill climbing algorithm. However, observing the mesh of \( G(m, s) \) shown as Fig. 5, it is easy to know that the link line of all extreme value points shows a change trend of increasing firstly and then decreasing. Hence, to avoid the search stopping in a local optimum, when an extreme value point is found, the search goes on in the original direction until the next extreme value point is not greater than the current one.

The discrete hill climbing algorithm to solve this profit maximization problem is shown as Algorithm 2.

In Algorithm 2, the global optimum is found in the outer loop (lines 5-29), and the local optimum is found in the inner loop (lines 7-20). Firstly, the configuration with the maximal capacity is selected as the start search node (line 4), and it is considered as an initial global optimum (lines 4). The search starts from the start node. The inner loop compares the profit of the current node with its neighbour nodes, and if none of the neighbour nodes can produce more profit than the current search node, the loop is stopped and an extreme value point is found (line 14). Comparing the current extreme value point with the current global optimum, if the current extreme point can generate more profit, it is updated as the new global optimum. At the same time, a new start search node is selected in the forward direction, and the search goes on to find the next extreme point (lines 22-25). If the current extreme point is not better than the former one, the outer while-loop is stopped and the global optimum point is found. The search process is illustrated as Fig. 6.

**Algorithm 2 Optimal configuration**

**Input:** \( \lambda, r, [M_{min}, M_{max}], [S_{min}, S_{max}] \); 
**Output:** optimal server size \( m_{opt} \), optimal server speed \( s_{opt} \) and optimal profit \( P_{opt} \);

1. discretize \( [M_{min}, M_{max}] \) and \( [S_{min}, S_{max}] \);
2. set flag ← 0;
3. select \( (M_{max}, S_{max}) \) as start node \( (m, s) \);
4. \( m_{opt} \leftarrow M_{max}, s_{opt} \leftarrow S_{max}, P_{opt} \leftarrow \) calculate \( G(m, s) \) using Eq. (19);
5. while flag==0 do
6.   initialize \( m_{curopt}, s_{curopt} \) and \( P_{curopt} \) as 0;
7.   while true do
8.     for each neighbour node \( (m, s) \) of current node do
9.       profit ← calculate \( G(m, s) \) using Eq. (19);
10.    end for
11.   \( (m_{tem}, s_{tem}) \) ← the neighbour node \( (m, s) \) with maximal profit;
12.   \( P_{tem} \) ← calculate \( G(m_{tem}, s_{tem}) \) using Eq. (19);
13.   if \( P_{tem} < P_{curopt} \) then
14.     break;
15.   else
16.     \( P_{curopt} \leftarrow P_{tem}; \)
17.     \( m_{curopt} \leftarrow m_{tem}; \)
18.     \( s_{curopt} \leftarrow s_{tem}; \)
19.   end if
20. end while
21. if \( P_{curopt} > P_{opt} \) then
22.   \( P_{opt} \leftarrow P_{curopt}; \)
23.   \( m_{opt} \leftarrow m_{curopt}; \)
24.   \( s_{opt} \leftarrow s_{curopt}; \)
25.   select \( (m_{opt} - 0.5, s_{opt}) \) as new start node;
26. else
27.   flag ← 1;
28. end if
29. end while

Fig. 5: The detail mesh of \( G(m, s) \).

Fig. 6: The searching process.

## 7 Performance Analysis

In this section, a series of numerical calculations are conducted to observe the profit in different conditions, and the
factors affecting the profit are analyzed.

7.1 Profit Optimization

7.1.1 Optimal Speed

Given $\lambda_{\text{max}}$, $s_0$, $\bar{r}$, $a$, $c$, $\alpha$, $\beta$, $\gamma$, $\xi$, $P^*$, $\delta$, and $m$, our first group of numerical calculations are to find the optimal server speed $s$ and the corresponding maximal profit $G$.

In Fig. 7(a) and Fig. 7(b), we demonstrate the optimal speed $s$ and the corresponding profit $G$ in one unit of time as a function of $m$ and $\lambda_{\text{max}}$, respectively. Here, we assume that $s_0 = 1$ billion instructions per second, $a = 15$ cents per billion instructions, $c = 3$, $\alpha = 2.0$, $\beta = 1.5$ cents per second, $\gamma = 0.3$ cents per Watt$\times$second, $\xi = 9.4192$, $P^* = 3$ Watts, and $\bar{r} = 1$ billion instructions. For $\lambda_{\text{max}} = 10, 15, 20, 25, 30$, we show the changing trends of $s$ and $G$ for $5 \leq m \leq 20$.

![Optimal speed vs. Server size](attachment:image1.png)

(a) Optimal speed vs. Server size

![Optimal profit vs. Server size](attachment:image2.png)

(b) Optimal profit vs. Server size

Fig. 7: Optimal speed and profit versus server size.

From Fig. 7(a), it is easy to see that the optimal speed $s$ decreases with the increasing server size. That is because under the given market demand, the required service capacity is steady. Hence, when the number of servers configured in a cloud service platform increases, the server speed should drop to maintain the required capacity. Moreover, for a cloud platform with a fixed server size, when the market demand increases, the server should run faster to adapt this change. Correspondingly, Fig. 7(b) presents the changing trend of the optimal profit with the increasing server size and total market demand. It is obvious that greater market demand can bring higher profit for service providers. What’s more, under a certain market demand, the server size also affect the profit, and there is an optimal choice of $m$ such that the profit is maximized. For example, when the total market demand is 25, renting more servers can increase the profit when the server size is smaller than 15, but when the server size becomes greater further, the profit decreases. This is explained as follows. With the increase of server size, the server speed should decrease correspondingly to maintain a steady service capacity since the service requirement is limited. Because the energy cost is proportional to the square of the server speed, lowering the server speed can reduce the energy cost effectively when server is running fast. At the beginning, the server size is small and the server speed is very fast, so lowering the server speed and increasing the server size can reduce the overall costs because the reduced energy cost is greater than the extra cost of renting more servers. However, when the server speed decreases to a certain value, the increased renting cost of renting more servers starts surpassing the reduced cost of lowering the server speed. Hence, the profit starts decreasing. Hence, the server size is not the greater the better.

7.1.2 Optimal Size

![Optimal server size vs. Server speed](attachment:image3.png)

(a) Optimal server size vs. Server speed

![Optimal profit vs. Server size](attachment:image4.png)

(b) Optimal profit vs. Server speed

Fig. 8: Optimal server size and profit versus server speed.

Given $\lambda_{\text{max}}$, $\varrho$, $d$, $u$, $\sigma$, $\alpha$, $\beta$, $\gamma$, $\xi$, $P^*$, $\tau$ and $s$, our second group of numerical calculations are to find the optimal server size $m$ such that the net profit $G$ is maximized.

In Fig. 8(a) and Fig. 8(b), we demonstrate the optimal server size $m$ and the corresponding profit $G$ in one unit of...
time as a function of $s$ and $\lambda_{max}$, respectively. Here, we use the same parameters in Fig. 7. For $\lambda_{max} = 10, 15, 20, 25, 30$, we show $m$ and $G$ for $0.1 \leq s \leq 2.0$.

Comparing Fig. 8 with Fig. 7, it is obvious that the changing trends of $m$ and $G$ in Fig. 7 are similar to that of $s$ and $G$ in Fig. 8. First, the optimal server size becomes smaller with the faster speed. Second, an optimal speed exists at a certain market demand. The reasons are explained as follows. If the server speed is too fast, the energy consumption cost would increase sharply, which leads to the decrease of the net profit. On the contrary, if the server speed is too slow, much more servers need to be rented to guarantee the computing capacity, and the increasing rent might surpass the savings of energy consumption cost, which also reduce the net profit.

7.1.3 Optimal Speed and Size

The third group of numerical calculations are to find the optimal server size $m$ and server speed $s$ under the given $\lambda_{max}$, $\psi$, $d$, $u$, $\alpha$, $\beta$, $\gamma$, $\xi$, $P^*$ and $\tau$ such that the profit is maximized. Here, we use the same parameters in Fig. 7 and Fig. 8.

In Table 1, we demonstrate the optimal server size, optimal server speed, and maximal profit as a function of $\lambda_{max}$, respectively. The values are given for $7 \leq \lambda_{max} \leq 31$ in step of 2. From Table 1 it is noticed that the optimal server size is monotonically increasing with the increase of $\lambda_{max}$. That is because higher market demand requires greater computing capacity.

7.2 Actual Task Arrival Rate

In this paper, we consider the customer satisfaction in profit optimization configuration problem due to the affection of customer satisfaction on the task arrival rate. In order to verify how the task arrival rate changes with the varying configuration, we conduct the following numerical calculations. Here, the total market demand is set as $\lambda_{max} = 30$, and the other parameters are same with those in Fig. 7, 8.

In this group of numerical calculations, the task arrival rate is demonstrated as a function of $m$ and $s$. Here, the total market demand is set as $\lambda_{max} = 30$, and the other parameters are same with those in Fig. 7 and Fig. 8. For $s = 0.5, 0.75, 1.0, 1.25, 1.5$, we display the actual task arrival rate and the corresponding profit for $5 \leq m \leq 30$, respectively. Fig. 9(a) shows that with the increase of server size and speed, the task arrival rate keeps an ascending trend as a whole. That is because increasing the number of servers or speeding up the servers can improve computing capacity. Hence customers can be served better, which leads to higher satisfaction. Due to the linear relationship between customer satisfaction and task arrival rate, the task arrival rate is increasing correspondingly. In addition, from Fig. 9(a) it is known that after the service capacity reaches a certain level, neither scaling up the server size nor speeding up the servers can increase the task arrival rate further. That is because the total market demand is limited and the actual task arrival rate cannot exceed it.

Fig. 9(b) gives the changing trend of profit, which can be explained properly by the changing trend of task arrival rates in Fig. 9(a). The figure shows that the profit firstly increases with the increasing number of servers. Yet when the server size reaches a certain point, increasing server size no longer produces more profit but a loss of profit. That is because the market demand is limited, increasing the number of servers further only generate unnecessary cost while won’t increase the revenue. Hence, the profit decreases of course.

7.3 Performance Comparison

In this section, we compare the task arrival rate and the profit under the configuration determined by the model of [2] and ours. In the model proposed in [2], the task arrival rate is taken as a constant, and the optimal configuration is calculated based on the known task arrival rate. However, according to our analysis, the task arrival rate is affected by the customer satisfaction level, so the actual task arrival rate must be less than the known value, and its actual profit is less than the expected optimal profit. In our profit maximization model, we take into consideration the affection of customer satisfaction on task arrival rate. Hence, the optimal configuration is different from [2]. In Table 2, the optimal configurations of two models and corresponding profit are presented. In this group of calculations, the $\lambda_{max}$ is changing from 5 to 35 in step of 5.

From the table, we can see that for all $\lambda_{max}$ values, both of the actual task arrival rate and profit with satisfaction...
consideration are greater than that without satisfaction consideration. That is because the profit maximization model in [2] does not consider the effect of customer satisfaction on task arrival rate, and the optimal configuration is calculated based on $\lambda_{max}$ but not the actual task arrival rate $\lambda_{act}$, so it is not the real optimal values. While in our profit maximization model, the optimal configuration is calculated based the actual task arrival rate, hence, it can generate more profit.

8 Conclusions

In this paper, we consider customer satisfaction in solving optimal configuration problem with profit maximization. Because the existing works do not give a proper definition and calculation formula for customer satisfaction, hence, we first give a definition of customer satisfaction leveraged from economics and develop a formula for measuring customer satisfaction in cloud. Based on the affection of customer satisfaction on workload, we analyze the interaction between the market demand and the customer satisfaction, and give the calculation of the actual task arrival rate under different configurations. In addition, we study an optimal configuration problem of profit maximization. The optimal solutions are solved by a discrete hill climbing algorithm. Lastly, a series of calculations are conducted to analyze the changing trend of profit. Moreover, a group of calculations are conducted to compare the profit and optimal configuration of two situations with and without considering the affection of customer satisfaction on customer demand. The results show that when considering customer satisfaction, our model performs better in overall.
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TABLE 1: The optimal configuration and the corresponding profit.

<table>
<thead>
<tr>
<th>Optimal Size</th>
<th>Without Considering Satisfaction</th>
<th>Considering Satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{max}$</td>
<td>$\lambda_{act}$</td>
<td>Profit$_{act}$</td>
</tr>
<tr>
<td>5</td>
<td>6.05</td>
<td>1.05</td>
</tr>
<tr>
<td>10</td>
<td>11.67</td>
<td>1.01</td>
</tr>
<tr>
<td>15</td>
<td>17.23</td>
<td>0.99</td>
</tr>
<tr>
<td>20</td>
<td>22.76</td>
<td>0.98</td>
</tr>
<tr>
<td>25</td>
<td>28.27</td>
<td>0.98</td>
</tr>
<tr>
<td>30</td>
<td>33.78</td>
<td>0.97</td>
</tr>
<tr>
<td>35</td>
<td>39.27</td>
<td>0.97</td>
</tr>
</tbody>
</table>

TABLE 2: Comparison of Optimal Solutions

<table>
<thead>
<tr>
<th>$\lambda_{max}$</th>
<th>Without Considering Satisfaction</th>
<th>Considering Satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{act}$</td>
<td>Profit$_{act}$</td>
<td></td>
</tr>
<tr>
<td>Optimal Speed</td>
<td>Maximal Profit</td>
<td></td>
</tr>
</tbody>
</table>
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