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Abstract—Fog-aided Internet of Things (IoT) addresses the resource limitations of IoT devices in terms of computing and energy capacities, and enables computational intensive and delay-sensitive tasks to be offloaded to the fog nodes attached to the IoT gateways. A fog node, utilizing the cloud technologies, can lease and release virtual machines (VMs) in an on-demand fashion. For the power-limited mobile IoT devices (e.g., wearable devices and smart phones), their quality of service (QoS) may be degraded owing to the varying wireless channel conditions. Power control helps maintain the wireless transmission rate and hence the QoS. The QoS (i.e., task completion time) is affected by both the fog processing and wireless transmission; it is thus important to jointly optimize fog resource provisioning (i.e., decisions on the number of VMs to rent) and power control. Our work addresses this joint optimization problem to minimize the system cost (VM rentals) while guaranteeing QoS requirements, formulated as a mixed integer nonlinear programming (MINLP) problem. An approximation algorithm is then proposed to solve the problem. Simulation results demonstrate the performance of our proposed algorithm.
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I. INTRODUCTION

Internet of Things (IoT) connects billions of physical objects, including sensors, smart meters, smart cars and actuators, to collect and exchange data to facilitate various applications, such as smart city, smart grid, e-healthcare and home automation [1], [2]. The fundamental application of IoT is the sensing service which deploys several sensors to detect the ambient environment and send the sensed data (e.g., temperature and humidity) to the users for monitoring purposes [3]. The sensed data are usually collected by the IoT gateway and then transmitted to the users. According to Cisco, the IoT devices connected to the Internet are predicted to grow to 50 billions by 2020 and will reach 500 billions by 2025 [4].

Many IoT devices have severely limited resources (e.g., computing and energy capacity), and hence many computing tasks are offloaded to the cloud data center for intensive processing [5], [6]. However, many IoT applications require real-time processing and event response (e.g., disaster response and virtual reality applications). Hence, data processing by the remote cloud may not satisfy the strict latency requirement. Fog computing is a promising paradigm to improve the performance of IoT services by performing data analytics and time-sensitive tasks close to IoT devices [7]. In fog computing, fog nodes, equipped with computing, storage and networking resources, are attached to an IoT gateway (GW) to assume the function of computing and energy capacities, and hence many computing resources and how to process service requests over a set of computing resources [9], [10]. These computing resources usually include virtual machines (VMs), which are scheduled to process different tasks [11]. Fog computing adopts the virtualization and cloud technologies, and hence can lease and release computing resources in an on-demand utility-like fashion [12]. As renting VMs incurs rentals (i.e., system cost), the service provider should determine how many VMs to rent to minimize its system cost (i.e., fog resource provisioning problem) [13], and at the same time ensure that the service completion time does not surpass tasks’ expected deadlines.

An ever-increasing number of services are provisioned for mobile IoT devices (e.g., wearable devices and smart phones), including cognitive assistance, face recognition, object recognition, etc [14], [15]. Owing to the resource-limited IoT devices, the computing tasks are usually offloaded to fog nodes for processing [16]. Hence, the communication between a device and its corresponding fog node should be efficient. On the other hand, if the device moves far away from the IoT GW, the quality of service (QoS) could be degraded owing to the long transmission latency [17]. Therefore, how to maintain QoS is critical, and this involves the issue of mobility management, which tries to prevent mobile terminals from experiencing service quality degradation when they move to another place [18]. Mobility management of mobile terminals in fog-aided networks involves several options. The first one is to properly set the transmission power of the device (i.e., power control problem). The second one is to perform handover between different IoT GWs [19] and to migrate virtual machines (VMs) to comply with the requirements of QoS [20]. We focus on the power control of a device in our work and assume the device always moves within the coverage of this GW.

For the deadline-driven real-time mobile IoT applications (e.g., cognitive assistance and object recognition), computing tasks are usually offloaded to the fog node for processing, and the processed results are sent back to the user. Hence, the QoS can be affected by both wireless transmission and fog processing. For example, provisioning more VMs in the fog node increases the computing capacity and reduces the processing time, and thus leads to the better QoS [21]; provisioning more transmission power increases the wireless transmission rate and reduces data transmission time, and hence improves the QoS. Although fog resource provisioning and power control have been studied separately to meet QoS requirements, the joint consideration of both has not been readily reported. In our work, we jointly optimize the fog
resource provisioning and power control problem to minimize the system cost under the constraint of QoS requirements of mobile IoT applications. We formulate our problem as a mixed integer nonlinear programming (MINLP) problem, and then design an approximation algorithm to solve it. We first transform the MINLP problem into a convex optimization problem by relaxing its integer variables, and then design an integer recovery scheme to obtain the feasible solution.

The rest of this paper is organized as follows. Section II provides a summary of related works. The system model is described in Section III. Section IV discusses the problem formulation. In Section V, we propose an approximation algorithm to solve this problem. Simulation results are analyzed in Section VI. Section VII concludes the paper.

II. RELATED WORK

Several mobile IoT applications have been proposed. Satyanarayanan et al. [22] proposed a mobile eye wearable device to provide deep cognitive assistance which offers hints for social interaction by real-time scene analysis. Ha et al. [15] proposed a wearable cognitive assistance system to help people with reduced mental acuity. In order to provide real-time responses, computing tasks are offloaded to the edge devices in their system.

Owing to the limited computing capacity of IoT devices, the computationally demanding real-time applications are usually offloaded to fog nodes, which are attached to the IoT GW and have large computing resources. In order to improve the fog node performance, resources should be well provisioned. Chiang and Zhang [23] presented the opportunities and challenges of fog-aided IoT, where fog nodes enable computation closer to the sensors and data analytics at the network edge to support time-sensitive applications. Ansari and Sun [24] proposed a mobile edge internet of things (MEIoT) architecture, which was demonstrated to speed up data sharing and analytics. Skarlat et al. [25] proposed a fog resource provisioning approach to distribute task requests and data among fog nodes. Gu et al. [26] investigated the joint radio and computational resource allocation problem in fog computing to assign suitable fog nodes and radio spectrum to satisfy QoS requirements. However, the above works consider neither the resource provisioning within the fog nodes nor the system cost of the fog nodes.

Adjusting the transmission power helps the mobile IoT devices maintain the wireless transmission rate and hence maintain the QoS when they move. Kamoun et al. [27] studied the power control and computation offloading decision problem, which determines which tasks should be offloaded to the cloud attached to the BS, with the objective to minimize the energy consumption of the mobile terminals while satisfying predefined execution delay. Mach and Becvar [28] proposed a cloud-aware power control algorithm to adjust the transmission power and offload the computationally demanding real-time applications to the mobile edge computing enabled BS, so that the ratio of delivered computing tasks is maximized. However, none of the above works consider the fog provisioning problem within the edge cloud (i.e., fog node).

Li et al. [29] proposed the edge computing IoT architecture (ECIoT) which jointly considered the admission control and resource allocation to offload tasks to different fog nodes and to allocate power to IoT devices. They utilized a simple idea to allocate more power to IoT devices with bad channel conditions and offload tasks to fog nodes with higher computing resources. However, their work did not consider the fog provisioning problem which determines how many VMs should be rented to minimize the system cost. They also did not provide any insights on how much power should be adopted to guarantee the QoS requirement. In our work, we address the joint optimization of fog provisioning and mobile device power control while meeting QoS requirements.

III. SYSTEM MODEL

A. System Description

We consider a fog-aided IoT architecture, as shown in Fig. 1. A fog node with computing resources is attached to the IoT GW which is located at Location 0 (denoted as $L_0$). We investigate a representative user with IoT devices who moves within the coverage of the GW. Within a certain time period (e.g., an hour or a day), the user initiates a deadline-specific applications at $N$ different locations, denoted as $L_1$, $i \in N = \{1, ..., N\}$. At each location $i$, the application involves several tasks to be sent and further processed in the fog node. There are $x_i$ VMs initiated in the fog node to process the tasks of the application at location $i$. The system cost is incurred by renting the VMs at each location. We denote the cost of each VM as $C$ (we only consider homogenous VMs in this work), and we assume the VMs are released after all tasks are processed at each location. Therefore, the total system cost can be calculated as $C \sum_{i=1}^{N} x_i$. Note that this is the popular commercial cloud service model, e.g., Amazon Elastic Compute Cloud (EC2) [30]. To take the face recognition application as an example, each task can be a picture or recorded video of other people. At a location, the tasks containing pictures and videos are transmitted to be analyzed in the fog node, which then sends the results via downlink to the user. In our work, we assume the application completion time is relatively short as compared with the time during which the user transits from one location to another, and hence the wireless channel condition does not change in processing all tasks of the application.

![Fig. 1. Fog-aided IoT architecture.](image-url)
B. QoS Model

To characterize each computing task, we adopt the widely used three-parameter model [31]. A task at location $i$ is defined as a tuple $< l_i, v_i, D_i >$, $i \in \mathcal{N}$, where $l_i$ denotes the input data size in bits, $v_i$ the computation intensity in CPU cycles per bit, and $D_i$ the completion deadline in seconds. Since all tasks from the same location come from the same application, we assume they have the same completion deadline and computation intensity. We also assume they are independent and identically distributed. Note that the received result from the fog node after processing is relatively small in size [26] (e.g., names in the face recognition application) and the downlink capacity is usually large, and so we neglect the downlink transmission delay in our work. Hence, the total delay of each task can be modeled as the summation of the uplink wireless transmission delay and fog processing delay. We model the wireless transmission queue and fog processing delay as a two-layer queueing system, which behaves in a first in first out (FIFO) manner.

1) Wireless Transmission Queue: The task arrivals at each location $i$ are assumed to follow a Poisson process with the arrival rate $\lambda_i$ and the input data size of each task follows the exponential distribution with average value $l_i$. The wireless transmission rate $r_i$ at location $i$ can be calculated as

$$r_i = W \log_2(1 + \frac{p_i H_i}{N_0 W}), \forall i \in \mathcal{N},$$

(1)

where $W$ denotes the wireless bandwidth, $H_i$ indicates the wireless channel gain between the device and the GW, $N_0$ is the noise power spectrum density, and $p_i$ is the wireless transmission power. Since $l_i$ is exponentially distributed, the service time (i.e., $\frac{1}{r_i}$) follows an exponential distribution at each location $i$. Therefore, the wireless transmission queue realizes an M/M/1 queue [32]. Note that the M/M/1 model has been widely adopted in resource provisioning problem of cloud/fog computing for performance analysis [34]. The traffic load in each fog processing queue is

$$\tilde{\rho}_i = \frac{\lambda_i l_i v_i}{u}, \forall i \in \mathcal{N}.$$  

(4)

Then, the fog processing delay is

$$t^p_i = \frac{l_i v_i}{u(1 - \tilde{\rho}_i)} = \frac{l_i v_i}{u - \frac{\lambda_i l_i v_i}{x_i}}, \forall i \in \mathcal{N}.$$  

(5)

The QoS requirement stipulates that the total delay should not surpass the computation deadline of each task, i.e.,

$$t^w_i + t^p_i \leq D_i, \forall i \in \mathcal{N}.$$  

(6)

Although we only consider one representative user in our system model, our system model can be extended to multiple users by summing the task arrival rates $\lambda$. We will address this multi-user model in our future work. Note that the network status is dynamic, and hence we re-operate our proposed model and algorithm periodically (e.g., one hour).

IV. PROBLEM FORMULATION

In our work, we jointly consider the QoS-aware fog resource provisioning and power control problem to minimize the system cost incurred by renting VMs. Specifically, we provide insights on how to determine the number of VMs to rent and transmission power of the IoT device at each location. Our problem is formulated as a MINLP problem:

$$\text{P0:} \quad \min_{\mathbf{x}, \mathbf{p}} \quad C \sum_{i=1}^{N} x_i$$

s.t. \quad \frac{l_i}{r_i - \lambda_i l_i} + \frac{l_i v_i}{u - \frac{\lambda_i l_i v_i}{x_i}} \leq D_i, \forall i \in \mathcal{N},$$

$$r_i = W \log_2(1 + \frac{p_i H_i}{N_0 W}), \forall i \in \mathcal{N},$$

$$\sum_{i=1}^{N} p_i \leq P^T,$$

$$p_i \leq P^m, \forall i \in \mathcal{N},$$

$$r_i > \lambda_i l_i, \forall i \in \mathcal{N},$$

$$u > \frac{\lambda_i l_i v_i}{x_i}, \forall i \in \mathcal{N},$$

$$x_i \in \mathbb{Z}^+, \forall i \in \mathcal{N}.$$  

(7)

(8)

(9)

(10)

(11)

(12)

(13)

(14)

Eq. (7) states that the objective is to minimize the system cost. Eq. (8) indicates the QoS requirement. Owing to the
device battery limitation, the total power consumption should not exceed the power budget $P^T$ of the IoT device, which is shown in Eq. (10). The maximum transmission power is defined as $P^m$ in Eq. (11). Eqs. (12) and (13) are the constraints of stability of the wireless transmission queue and fog processing queue, respectively.

Lemma 1. We can find an optimal solution $(\mathbf{x}^*, \mathbf{p}^*)$ so that Eq. (8) is active (equality holds), i.e.,

$$
\frac{l_i}{r_i^* - \lambda_i l_i} + \frac{l_i v_i}{u - \lambda_i l_i v_i x_i^*} = D_i, \quad \forall i \in \mathcal{N},
$$

$$
r_i^* = W\log_2(1 + \frac{p_i^*}{N_0 W}), \quad \forall i \in \mathcal{N}.
$$

Proof: If there exists $\frac{l_i}{r_i^* - \lambda_i l_i} + \frac{l_i v_i}{u - \lambda_i l_i v_i x_i^*} < D_i$ for any $i$, we can always decrease $p_i^*$ to $\tilde{p}_i^*$ so that the equality $\frac{l_i}{r_i^* - \lambda_i l_i} + \frac{l_i v_i}{u - \lambda_i l_i v_i x_i^*} = D_i$ holds. The updated solution is still feasible and can be the optimal solution, which completes the proof. ■

Lemma 1 implies the interaction between the wireless transmission and fog processing. When the transmission power increases, the wireless transmission delay decreases, and hence the fog processing delay increases, thus resulting in the reduction of the number of VMs and the system cost. On the contrary, if the transmission power decreases, more VMs are required to satisfy the QoS requirement and hence the system cost increases. Therefore, we can transform Eq. (15) into

$$
\frac{l_i}{r_i^* - \lambda_i l_i} + \frac{l_i v_i}{u - \lambda_i l_i v_i x_i^*} = D_i, \quad \forall i \in \mathcal{N},
$$

where we denote $m_i = D_i u - l_i v_i$ for simplicity.

Lemma 2. If $x_i \in \mathbb{R}^+$, $f_i(x_i)$ is a monotonically decreasing and convex function.

Proof: We obtain the first and second order derivative of $f_i(x_i)$ in terms of $x_i$ as

$$
f_i'(x_i) = -\frac{\lambda_i l_i^3 v_i^2}{(m_i x_i - D_i \lambda_i l_i v_i)^2},
$$

$$
f_i''(x_i) = 2\lambda_i l_i^3 v_i^2 m_i
$$

From Lemma 1, we know that $\frac{l_i v_i}{u - \lambda_i l_i x_i^*} < D_i$, which proves that $l_i v_i < D_i (u - \frac{\lambda_i l_i}{x_i^*}) < D_i u$. Hence,

$$
m_i = D_i u - l_i v_i > 0.
$$

Note that in Eq. (17), $\frac{l_i (u x_i - \lambda_i l_i v_i)}{m_i x_i - D_i \lambda_i l_i v_i} > 0$ because $r_i > \lambda_i l_i$. Since $u x_i - \lambda_i l_i v_i > 0$ (i.e., Eq. (13)), we then have

$$
m_i x_i - D_i \lambda_i l_i v_i > 0.
$$

From Eqs. (18)-(21), we can deduce that $f_i'(x_i) < 0$, $f_i''(x_i) > 0$, which completes the proof. ■

Lemma 2 indicates that the minimum number of VMs should be guaranteed to ensure the transmission power does not surpass the power threshold $P^m$. Combining Eqs. (17), (12) and (13) yields

$$
x_i = \frac{D_i \lambda_i l_i v_i}{m_i} + \frac{\lambda_i l_i^3 v_i^2}{(r_i - \lambda_i l_i) m_i^2 - u l_i m_i}
$$

$$
> \frac{D_i \lambda_i l_i v_i}{m_i} + (W\log_2(1 + \frac{p_i^*}{N_0 W}) - \lambda_i l_i) m_i^2 - u l_i m_i
$$

(22)

Eq. (21) indicates that

$$
x_i > \frac{D_i \lambda_i l_i v_i}{m_i}, \quad \forall i \in \mathcal{N}.
$$

Combining Eqs. (13), (22) and (23) yields

$$
x_i > \max\{\tilde{n}_i, \frac{D_i \lambda_i l_i v_i}{m_i} - \frac{\lambda_i l_i v_i}{u}\} \equiv n_i, \quad \forall i \in \mathcal{N},
$$

which is the lower bound of $x_i$. Similarly, by combining Eqs. (17), (20) and (21), we have $r_i > \lambda_i l_i + \frac{l_i u}{m_i}$, which implies the lower bound of $p_i$, i.e.,

$$
p_i > \frac{N_0 W}{H_i} (2\frac{\lambda_i l_i + l_i u}{m_i} - 1) \equiv \tilde{p}_i, \quad \forall i \in \mathcal{N}.
$$

Therefore, Problem P0 can then be transformed into

\begin{align*}
\text{P1:} \quad & \min_{x_i, p_i} \quad C \sum_{i=1}^{N} x_i \\
\text{subject to} \quad & (10), (14) \\
& f_i(x_i) - W\log_2(1 + \frac{p_i H_i}{N_0 W}) = 0, \quad \forall i \in \mathcal{N},
\end{align*}

\begin{align*}
\text{P1:} \quad & \min_{x_i, p_i} \quad C \sum_{i=1}^{N} x_i \\
\text{subject to} \quad & (10), (14) \\
& f_i(x_i) - W\log_2(1 + \frac{p_i H_i}{N_0 W}) = 0, \quad \forall i \in \mathcal{N},
\end{align*}

\begin{align*}
\text{P1:} \quad & \min_{x_i, p_i} \quad C \sum_{i=1}^{N} x_i \\
\text{subject to} \quad & (10), (14) \\
& f_i(x_i) - W\log_2(1 + \frac{p_i H_i}{N_0 W}) = 0, \quad \forall i \in \mathcal{N},
\end{align*}

where $f_i(x_i)$ is defined in Eq. (17); Eq. (27) shows the lower bound of $x_i$ and $\lceil n_i \rceil$ denotes the ceiling of $n_i$ (defined in Eq. (24)); Eq. (28) indicates the lower and upper bound of $p_i$. Note that problem (P1) is still intractable because of the non-linear constraints (i.e., Eq. (26)) and the integer variables $x$. To solve this problem, we propose an approximation algorithm based on relaxation in the next section.

V. APPROXIMATION ALGORITHM

In this section, we propose a QoS-aware Fog Resource provisioning and Power Allocation (FRPA) algorithm to solve problem (P1). Specifically, FRPA first relaxes the integer variables $x$ to continuous rational numbers so that problem (P1) can be transformed into a convex optimization problem, which can then be solved by the gradient projection algorithm (GPA) [35]. Then, we design an integer recovery scheme to obtain the feasible solution.
A. Gradient Projection Algorithm (GPA)

GPA is used to solve bound constrained optimization problem by taking steps in the direction of the gradient of the objective function and projecting the solutions onto the feasible set of constraints [35]. Our proposed algorithm first relaxes the integer variables $x_i$ in problem P1 and then transforms P1 into a convex problem P2. The convex program guarantees that the original problem is optimal when its Lagrangian dual function is independent of the variable $x$. Then, the Lagrangian dual function is
\[
g_0(x) = \inf_{x \in \mathbb{R}^+, \forall i \in N} \left( \sum_{i=1}^{N} \frac{N_0 W}{H_i} \left( 2 \frac{f_i(x_i)}{W} - 1 \right) - P^T \right),
\]

\[
x_i \in \mathbb{R}^+, \forall i \in N,
\]

Lemma 3. Problem P2 is a convex optimization problem.

**Proof:** Define $h_i(x_i) = 2 \frac{f_i(x_i)}{W} - 1$, and the first derivative of $h_i(x_i)$ is $h_i'(x_i) = 2 \frac{f_i(x_i)}{W}$. The second derivative is $h_i''(x_i) = \ln 2 \frac{f_i(x_i)}{W} - 2 \left( \frac{f_i(x_i)}{W} \right)^2 > 0$, which demonstrate that $h_i(x_i)$ is convex function. $P = 0$ is a combination of positive weighted convex functions and hence is a convex function. Therefore, problem P2 is a convex optimization problem.

Note that it is easier to solve problem P2 than problem P1 because it only contains the variable $x$. The Lagrangian function of problem P2 can be expressed as
\[
L(x, b) = \sum_{i=1}^{N} x_i + b \left( \sum_{i=1}^{N} \frac{N_0 W}{H_i} \left( 2 \frac{f_i(x_i)}{W} - 1 \right) - P^T \right)
\]

where $b \geq 0$ is the Lagrangian multiplier associated with Eq. (29). Then, the Lagrangian dual function is
\[
g_0 = \inf_{x_i \geq n_i} L(x, b)
\]

\[
= \sum_{i=1}^{N} \inf_{x_i \geq n_i} \left( Cx_i + b \frac{N_0 W}{H_i} 2 \frac{f_i(x_i)}{W} - b \left( \sum_{i=1}^{N} \frac{N_0 W}{H_i} + P^T \right) \right)
\]

To obtain $g_0$, we can decompose $g_0$ into $N$ independent subproblems as follows,

**P3:**
\[
\min_{x_i} \xi(x_i) = Cx_i + b \frac{N_0 W}{H_i} 2 \frac{f_i(x_i)}{W}
\]

s.t. (27).

Note that if $b = 0$, $\xi(x_i)$ is an increasing function because $f_i(x_i)$ is a decreasing function based on Lemma 2. In this case, $x_i = \{n_i\}$. On the contrary, if $b > 0$, the solution of problem P3 is $\max\{[n_i], a\}$, where $a$ satisfies $\xi'(a) = 0$.

The first derivative of $\xi(x_i)$ can be expressed as
\[
\xi'(x_i) = C + \frac{(\ln 2) b N_0 W}{H_i} 2 \frac{f_i'(x_i)}{W} f_i(x_i) = 0 \mid x_i = a,
\]

which leads to
\[
\varphi(x_i) \triangleq f_i(x_i) - 2W \log_2(m_1 x_i - D_i \lambda_i v_i)
\]

\[- W \log_2 \left( \frac{C H_i}{(\ln 2) b N_0 \lambda_i v_i^2} \right) = 0 \mid x_i = a.
\]

Note that $\varphi(x_i)$ is a decreasing function because $f_i(x_i)$ is a decreasing function. In order to obtain the value of $a$ which makes $\varphi(x_i) = 0$, we utilize the binary search algorithm [37], which searches for $a$ within the interval $[L, R]$. It compares the value $\varphi(M)$, where $M = (L+R)/2$ is the middle element of the interval, with 0. If $\varphi(M)$ equals 0, we have $a = M$. If $\varphi(M) < 0$, the search continues in the upper half of the interval, i.e., $[L, M]$. Otherwise, the lower half of the interval $[M, R]$ should be searched. The binary search algorithm is described in Alg. 1. Lines 1-8 initialize the search interval. Note that we can only search within the interval $[\{n_i\}, +\infty)$ and hence if $a$ satisfying $\varphi(a) = 0$ falls out of the interval, we assign $a = \{n_i\}$, as shown in line 3. Lines 9-18 iteratively halves the search interval to find the solution.

**Algorithm 1:** Binary Search Algorithm

**Input:** $C, N, W, H_i, N_0, D_i, P^T, P_m, \lambda_i, u_i, v_i$

**Output:** Value $a$ satisfying $\varphi(a) = 0$

1. Initialize $L = \{n_i\}$
2. if $\varphi(L) \leq 0$ then
3. return $a = \{n_i\}$
4. end
5. Initialize $R = L + 1$
6. while $\varphi(R) > 0$ do
7. $R = R + 1$
8. end
9. do
10. Calculate $M = \frac{L+R}{2}$
11. if $\varphi(M) = 0$ then
12. break
13. else if $\varphi(M) < 0$ then
14. $M = R$
15. else
16. $M = L$
17. end
18. while $L < R$
19. return $a = M$.
Problem P2 can then be solved by GPA which updates $b$ based on the gradient search algorithm, i.e.,

$$b(t) = \max\{b(t-1) + \alpha \sum_{i=1}^{N} \frac{N_0 W}{H_i} (2 \frac{f_i(x_i)}{t(t(t(t))} - 1) - P^T), 0\},$$

(36)

where $\alpha$ is the step size; $t$ denotes the iteration number; $x_i^*(t)$ can be obtained from Eq. (35) by substituting the Lagrangian multiplier from the previous iteration, i.e., $x_i^*(t-1)$; $\sum_{i=1}^{N} \frac{N_0 W}{H_i} (2 \frac{f_i(x_i)}{t(t(t(t))} - 1) - P^T$ is the gradient of $g(b)$ based on Eqs. (31) and (32). The GPA iteratively updates $x^*$ and $b$ until $g(b)$ does not change or the maximum number of iteration is reached.

**B. Integer Recovery Algorithm (IRA)**

Since we have relaxed problem P1 into a convex optimization problem P2, the solution obtained by the gradient projection algorithm may not be feasible if any $x_i^*$ is not an integer. In order to address this issue, we design an integer recovery algorithm to get the feasible solution. The basic idea of IRA is to choose between the floor and ceiling of $x_i^*$ (i.e., $\lfloor x_i^* \rfloor$ and $\lceil x_i^* \rceil$) and obtain the feasible solution of $x_i$ and $p_i$.

**Lemma 4.** If $x_i^*$ is the solution of problem P2, both $\lfloor x_i^* \rfloor$ and $\lceil x_i^* \rceil$ are still greater than $\lceil n_i \rceil$.

**Proof:** Since $x_i^*$ is the solution of problem P2, we have $x_i \geq \lceil n_i \rceil$. If $x_i^*$ is an integer, $\lfloor x_i^* \rfloor = x_i^* = \lceil x_i^* \rceil$ and hence $\lfloor x_i^* \rfloor = \lceil x_i^* \rceil \geq \lceil n_i \rceil$. Contrarily, if $x_i^*$ is not an integer, $x_i^* > \lceil n_i \rceil$ because $\lceil n_i \rceil$ is an integer. Then, we can deduce that $\lfloor x_i^* \rfloor > x_i^* > \lceil x_i^* \rceil \geq \lceil n_i \rceil$. Hence, the lemma is proved. ■

The IRA aims to solve problem P1 by substituting $x_i$ with either $\lfloor x_i^* \rfloor$ or $\lceil x_i^* \rceil$, where $x_i^*$ is obtained from the relaxed problem P2. From Eq. (26), we have $p_i = \frac{N_0 W}{H_i} (2 \frac{f_i(x_i)}{t(t(t(t))} - 1) - 1), \frac{N_0 W}{H_i} (2 \frac{f_i(x_i)}{t(t(t(t))} - 1) - 1) (p_i > p_i^*)$. From Eq. (22), we have $x_i = \frac{D_i M_i}{l_i + m_i} + \frac{\lambda_i^0 m_i}{\lambda_i + m_i} \leq \phi_i(p_i)$ with regard to $p_i$. Then, problem P1 can be transformed into

$$\text{P4: } \min_p C \sum_{i=1}^{N} \phi_i(p_i)$$

s.t. \[(10),\]

$$p_i \in \{p_i^l, p_i^r\}, \forall i \in N.$$  

Note that Eq. (27) is eliminated because of Lemma 4. We denote a Boolean variable $y_i$ to indicate whether $\{\lfloor x_i^* \rfloor, p_i^l\}$ is chosen (i.e., $y_i = 1$), or $\{\lceil x_i^* \rceil, p_i^r\}$ (i.e., $y_i = 0$). Eq. (10) is then transformed into $\sum_{i=1}^{N} [y_i p_i^l + (1 - y_i) p_i^r] \leq P^T$. Similarly, the objective function of problem P4 becomes $C \sum_{i=1}^{N} [y_i \phi_i(p_i^l) + (1 - y_i) \phi_i(p_i^r)]$. Therefore, problem P4 is transformed into

$$\text{P5: } \min_y C \sum_{i=1}^{N} \phi_i(p_i^l) - \phi_i(p_i^r)) y_i + C \sum_{i=1}^{N} \phi_i(p_i^r)$$

$$= - C \sum_{i=1}^{N} ([x_i^*] - [x_i^*]) y_i + C \sum_{i=1}^{N} [x_i^*]$$

s.t. $\sum_{i=1}^{N} (p_i^l - p_i^r) y_i \leq P^T - \sum_{i=1}^{N} p_i^r,$

$y_i \in \{0, 1\}, \forall i \in N.$

**Algorithm 2: Fog Resource Provisioning and Power Allocation Algorithm (FRPA)**

**Input:** $C, N, W, H_i, N_0, D_i, P^T, P^m, \lambda_i, u_i, v_i, T$

**Output:** Number of rented VMs $x$; Transmission power $p$

1. Initialize the Lagrangian multiplier $b(0)$;
2. Initialize $t = 0, x_i^*(0) = +\infty$;
3. do
   4. $t = t + 1$;
   5. for each $i$ do
      6. Calculate $x_i^*(t)$ according to Eq. (35) by substituting $b(t - 1)$;
   7. end
   8. Calculate $b(t)$ according to Eq. (36);
   9. while $g(b(t)) \neq g(b(t - 1))$ and $t < T$;
10. Calculate $y_i, i \in N$ by solving the 0-1 knapsack problem P5 with $x^* = x^*(t)$;
11. Calculate $p_i, x_i, \forall i \in N$ according to Eqs. (37) and (38), respectively;
12. return $x, p$;

Problem P5 is equivalent to the 0-1 knapsack problem [38], where $N$ locations are considered as $N$ items, $p_i^l - p_i^r$ is the weight of item $i$, $P^T - \sum_{i=1}^{N} p_i^r$ is the capacity of the knapsack, and $C([x_i^*] - [x_i^*])$ is the value of each item. The objective of the 0-1 knapsack problem is to maximize the total value of all items in the knapsack constrained by the knapsack weight capacity. Many algorithms have been proposed to solve the 0-1 knapsack problem (e.g., approximation algorithms and dynamic programming approaches) [38]. Then, the optimal solution of problem P5 is

$$p_i = \begin{cases} p_i^l, & \text{if } y_i = 1, \\ p_i^r, & \text{if } y_i = 0, \end{cases} \forall i \in N,$$

(37)

and the optimal solution of $x_i$ is

$$x_i = \begin{cases} \lfloor x_i^* \rfloor, & \text{if } y_i = 1, \\ \lceil x_i^* \rceil, & \text{if } y_i = 0, \end{cases} \forall i \in N,$$

(38)

where $y_i$ is the optimal solution of problem P5.

We summarize the overall FRPA in Alg. 2. Lines 1-2 initialize all parameters. Lines 3-9 illustrate the process of GPA where we obtain the solution of the relaxed convex optimization problem P2. Lines 10-11 delineate the process of IRA.
where we get the feasible solution for our original problem P1. The for-loop in Lines 5-7 is run \( N \) times and the iteration in Lines 3-9 may be executed \( T \) times in the worst case. The computational complexity in solving the 0-1 knapsack problem in Line 10 is \( O(N(T^2 - \sum_{i=1}^{N} P_i)) \) \([39]\). Hence, the computational complexity of FRPA is \( O(NT + N^2(T^2 - \sum_{i=1}^{N} P_i)) \).

VI. Simulation Results

We set up simulations to evaluate the performance of our proposed approximation algorithm FRPA which solves the QoS-aware joint problem of fog resource provisioning and power control. We compare FRPA with the lower bound of the problem which is obtained by solving the convex problem after relaxing the integer variable \( x \). We also utilize the existing scheme which only considers Fog Provisioning Problem (FPP) \([25]\) for comparison. Specifically, FPP chooses a fixed transmission power within the interval \([\max\{\{p_i\}_i\}, \min\{P^{\text{tx}}, P^{\text{rx}}\}]\) based on Eqs. (10) and (28). We investigate the impacts of different numbers of locations, different arrival rates, and different QoS requirements on the performance of FRPA.

We simulate a 1000m x 1000m area, where the GW is in the center of this area. The locations where the user requests applications are uniformly distributed in the area. We adopt the path loss model \( 128.1 + 37.6 \log_{10} d \), as suggested in the 3GPP specification \([40]\), where \( d \) refers to the distance in kilometers. The system bandwidth \( W = 10 \text{ MHz} \) and the noise power density is -174 dBm/Hz. The power budget for the total transmission power \( P^T = 30 \text{ W} \). We only consider heterogenous applications in our simulation. The average task arrival rate is 10 tasks per second, and the average task size is 1 Mb in each location. The computation intensity is 50 cycles per Mb and the computing capacity of each VM \( \nu = 5 \times 10^6 \) cycles per second, which are consistent with \([41]\). We normalize the cost of renting a VM as 1, i.e., \( C = 1 \) per VM. The maximum transmission power budget of the device \( P^m = 3 \text{ W} \). Note that the above values are default values if not specified.

We first evaluate the performance of FRPA with different numbers of locations where an application is requested, ranging from 12 to 24 in Fig. 2. We conduct the simulations under three different QoS requirements (i.e., 130 ms, 140 ms and 150 ms), as shown in Fig. 2(a), Fig. 2(b) and Fig. 2(c), respectively. The general trend of the system cost goes up with the increasing number of locations because more locations imply that more applications are requested and hence more VMs are required to process the tasks of the applications (i.e., the increase of the system cost). In Fig. 2, for all QoS requirements, FRPA performs very close to the lower bound. FRPA incurs less system cost as compared with FPP because FPP does not consider the power control problem. For example, if the person moves far from the GW, the wireless transmission rate will degrade because the path loss becomes larger while the transmission power remains the same. In order to satisfy the QoS requirement, more VMs are needed and hence the system cost increases.

Among Fig. 2(a), Fig. 2(b) and Fig. 2(c), all of the system costs for FRPA, LowerBound and FPP decrease if the QoS requirement becomes less strict (i.e., task deadline becomes larger). This is because when the task deadline increases, more processing time can be tolerated, i.e., fewer VMs are required and hence the system cost decreases. We can also observe that the differences between FPP and FRPA become smaller, i.e., the decrease of FRPA is much larger than FRPA as the QoS requirement becomes less strict. This is because FPP only considers the fog provisioning problem. For instance, the sum of the wireless transmission delay \( \Delta t_1 \) and the fog processing delay \( \Delta t_2 \) equals the task deadline \( D \), i.e., \( \Delta t_1 + \Delta t_2 = D \) and hence their differences \( \Delta t_1 - \Delta t_2 = \Delta D \) holds. Consider \( \Delta D = 20 \text{ ms} \) from Fig. 2(a) to Fig. 2(c). Denote \( \Delta t_1^{\text{FRPA}} \) and \( \Delta t_2^{\text{FRPA}} \) as the differences of \( \Delta t_1 \) and \( \Delta t_2 \) for FRPA, respectively. Similarly, we denote \( \Delta t_1^{\text{FPP}} \) and \( \Delta t_2^{\text{FPP}} \) as the differences of \( t_1 \) and \( t_2 \) for FPP, respectively. Since FPP does not consider the power control problem, the wireless transmission rate may degrade because of the varying wireless channel condition. Hence, the wireless transmission delay \( t_1^{\text{FPP}} \) increases and we assume \( \Delta t_1^{\text{FPP}} = 10 \text{ ms} \). On the contrary, FRPA utilizes power control to maintain the wireless transmission rate and delay, and so we assume \( \Delta t_1^{\text{FRPA}} = 0 \text{ ms} \). Therefore, \( \Delta t_2^{\text{FPP}} = \Delta D - \Delta t_1^{\text{FPP}} = 10 \text{ ms} \) and \( \Delta t_2^{\text{FRPA}} = \Delta D - \Delta t_1^{\text{FRPA}} = 20 \text{ ms} \), which indicates \( \Delta t_2^{\text{FPP}} < \Delta t_2^{\text{FRPA}} \). Based on Eq. (5), a smaller \( \Delta t_2 \) leads to a larger difference of numbers of VMs \( \Delta x \). As a result, \( x^{\text{FPP}} > x^{\text{FRPA}} \) which explains why FPP and FRPA get closer when the task deadline increases.

We then compare the performances of FRPA, LowerBound, and FPP with different task arrival rates ranging from 6 to 12 tasks/s. Fig. 3 illustrates the system cost under different task ar-
rival rates and the comparisons of different QoS requirements are shown in Fig. 3(a), Fig. 3(b) and Fig. 3(c). When the task arrival rate increases, the system cost rises, as shown in Fig. 3(a), Fig. 3(b) and Fig. 3(c), because more VMs are needed to serve the increasing number of tasks. FRPA performs close to the LowerBound and better than the FPP. In comparing Fig. 3(a), Fig. 3(b) and Fig. 3(c), a less strict QoS requirement introduces a smaller system cost and FPP becomes closer to FRPA for the similar reason in Fig. 2.

We also investigate the impacts of different total power budget on the system cost. Fig. 4 depicts the system cost under different total power budget $P^T$ from 12 to 24 W. The performances with different QoS requirements are illustrated in Fig. 4(a), Fig. 4(b) and Fig. 4(c). Note that we do not show the results of FPP because when $P^T$ is small, FPP may not be able to find a feasible solution which satisfies $p \in (\max_i \{\tilde{p}_i\}, \min \{P^m, P^T\})$. When $P^T$ is large, FRPA does not change much, in which case we cannot observe the performances of FRPA and hence we ignore that occasion. In Fig. 4, a larger total power budget implies more transmission power can be adopted, and this leads to a higher wireless transmission rate and smaller wireless transmission delay $t_1$. With certain task deadline $D$, the fog processing delay $t_2 = D - t_1$ increases and less VMs are required for processing tasks, and that is why the system cost declines when the total power budget gets larger. In addition, FRPA always performs close to LowerBound. Note that FRPA with the stricter QoS requirement (i.e., Fig. 4(a)) exhibits a steeper slope than those in Fig. 4(b) and Fig. 4(c) because when the task deadline is large (i.e., Fig. 4(c)), a relatively low transmission power can satisfy the QoS requirement, and hence increasing the total power budget does not have much impact on the system cost. On the contrary, when the QoS requirement is strict (i.e., Fig. 4(a)), increasing the total power budget helps improve the transmission power and reduce the transmission delay. Therefore, the requirement of fog processing delay is alleviated and hence less VMs are required, and this incurs a smaller system cost.

VII. Conclusion

In this paper, we have investigated joint fog provisioning and power control problem to minimize the system cost incurred by renting VMs while satisfying the QoS requirement. We have modeled our QoS requirement as the sum of delays of two tandem queues, including the wireless transmission queue and the fog processing queue. An MINLP model has been formulated to address this joint optimization problem, which provides insights on how many VMs should be rented and how much transmission power should be budgeted in each location where an application is requested. In order to solve the MINLP, we have proposed an approximation algorithm, FRPA, which first relaxes the integer variable $x$ and transforms the MINLP into a convex problem. Then, the gradient projection algorithm has been designed to obtain the solution of the convex problem. We have further designed the integer recovery algorithm to obtain the feasible solution of the relaxed MINLP. Simulation results have demonstrated that our proposed algorithm FRPA performs very close to the lower bound of the relaxed MINLP and much better than the existing work, FPP, which only considers the fog provisioning problem.
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