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Abstract—With the increasing importance of images in people’s daily life, Content-based Image Retrieval (CBIR) has been widely studied. Compared with text documents, images consume much more storage space. Hence, its maintenance is considered to be a typical example for cloud storage outsourcing. For privacy-preserving purposes, sensitive images, such as medical and personal images, need to be encrypted before outsourcing, which makes the CBIR technologies in plaintext domain to be unusable. In this paper, we propose a scheme that supports CBIR over encrypted images without leaking the sensitive information to the cloud server. Firstly, feature vectors are extracted to represent the corresponding images. After that, the pre-filter tables are constructed by locality-sensitive hashing to increase search efficiency. Moreover, the feature vectors are protected by the secure kNN algorithm, and image pixels are encrypted by a standard stream cipher. In addition, considering the case that the authorized query users may illegally copy and distribute the retrieved images to someone unauthorized, we propose a watermark-based protocol to deter such illegal distributions. In our watermark-based protocol, a unique watermark is directly embedded into the encrypted images by the cloud server before images are sent to the query user. Hence, when an illegal image copy is found, the unlawful query user who distributed the image can be traced by the watermark extraction. The security analysis and experiments show the security and efficiency of the proposed scheme.

Index Terms—Searchable encryption, content-based image retrieval, secure kNN, copy deterrence, watermark.

I. INTRODUCTION

With the development of the imaging devices, such as digital cameras, smartphones, and medical imaging equipments, our world has been witnessing a tremendous growth in quantity, availability, and importance of images. The needs of efficient image storage and retrieval services are reinforced by the increase of large-scale image databases among all kinds of areas. Meanwhile, after more than twenty years of development, CBIR techniques show the potential of usefulness in many real-world applications. For example, clinicians can use CBIR to find similar cases of patients and facilitate clinical decision-making processes. However, a large image database usually consists of millions of images. Therefore, CBIR services typically incur high storage and computation complexities. Cloud computing offers a great opportunity for the on-demand access to ample computation and storage resources, which makes it an attractive choice for the image storage and CBIR outsourcing. By outsourcing CBIR services to the cloud server, the data owner is relieved from maintaining local image database and interacting with database users online.

Despite the tremendous benefits, image privacy becomes the main concern with CBIR outsourcing. For example, patients may not want to disclose their medical images to any others except to a specific doctor in medical CBIR applications. To formulate the problem, this paper considers two types of privacy threats. Firstly, a curious cloud server may look into the owner’s database for additional information. Secondly, after receiving the retrieved images, the query user may illegally distribute these images to someone unauthorized for benefits.

Contribution. This paper protects the privacy of image data in CBIR outsourcing applications against a curious cloud server and the dishonest query users. The main contributions are summarized as follows:

1) An index of two layers is constructed. Four typical visual descriptors, which are defined in MPEG-7, are employed in our scheme. Meanwhile, the feature vectors are encrypted by the secure kNN algorithm.

2) The existing searchable encryption schemes usually consider that the query users are fully trustworthy. This is not necessarily true in real-world applications. To the best of our knowledge, this paper is the first work that proposes a searchable encryption scheme, considering the dishonest query users who may distribute the retrieved images to those who are unauthorized. A watermark-based protocol is designed for the copy-deterrence purpose. Specifically, after completing the search operation requested by an image user, a unique watermark associated with the image user is imperceptibly embedded into the retrieved images. Then, the watermarked images are sent to the image user. When an illegal copy of the image is found, the unlawful query user who made the illegal distribution can be traced by the watermark extraction. This will help to deter the illegal distribution.

3) An elaborate watermark-based protocol in the encryption domain is designed for copy-deterrence in a cloud com-
putting scenario. Different from common watermarking techniques, the proposed protocol needs to embed the watermark directly into the encrypted images via the cloud server. After receiving the encrypted and watermarked images, the query user needs to decrypt the images directly. And the decryption should not affect the watermark in the images.

The rest of this paper is organized as follows. Section II introduces the related works. Section III gives a brief introduction to the system and threat models, design goals, and preliminaries. The proposed scheme is described in Section IV. The security of the scheme is analyzed in Section V. The performance evaluations are presented in Section VI. Section VII gives the conclusions.

II. RELATED WORKS

Searchable encryption (SE) schemes enable the query user to search over the encrypted data collections. Most of the existing SE schemes focus on the retrieval of text documents. Some early schemes explore the Boolean search to identify whether or not a query term is present in the encrypted text documents [1]–[5]. Afterwards, plenty of methods have been proposed under different threat models to achieve various search functionalities, such as similarity search [6]–[8], multi-keyword ranked search [9]–[12], dynamic search [11], [13]–[15], etc. However, few of these schemes are straightforwardly feasible to an image retrieval task. Shashank et al. [16] propose a Private Content-based Image Retrieval (PCBIR) scheme which protects the privacy of the query image, but exposing the unencrypted image database to the server directly. Some researchers outsource the computation of image feature extraction to the cloud server in a privacy-preserving manner [17]–[21], which can be the key techniques to the privacy-preserving CBIR outsourcing. Nevertheless, the index construction and similar search on the encrypted features need to be further addressed. In addition, the homomorphic-encryption based schemes usually incur high computation and storage burden [17]–[19].

In the area of privacy-preserving CBIR schemes, Lu et al. [22] constructed the first privacy-preserving CBIR scheme over the encrypted images. The authors extracted the visual words to represent the images, and then calculated the Jaccard similarity between the two sets of visual words so as to evaluate the similarity between the two corresponding images. The order-preserving encryption and min-hash algorithm are employed to protect the information of the visual words. In another work, Lu et al. [23] investigated three image feature protection techniques, i.e. the bitplane randomization, random projection, and randomized unary encoding. The features encrypted with the bitplane randomization and the randomized unary encoding can be used to calculate the Hamming distance in the encryption domain. The features encrypted with the random projection can be used to calculate the L1 distance in the encryption domain. Cheng et al. [24] designed a CBIR system by combining the bitplane randomization and random projection. Xia et al. [25] proposed a privacy-preserving CBIR scheme using local features and earth mover’s distance (EMD).

A linear transformation is applied to protect the sensitive information in the calculation of EMD. Ferreira et al. [26] proposed an image encryption method which is suitable for the privacy-preserving CBIR outsourcing. In [26], the texture information is separated from the color information. The texture information is encrypted by a probabilistic cryptosystem to protect the image content, but the color information is encrypted by a deterministic cryptosystem to support the color-feature based CBIR. Cheng et al. [27] proposed a markov-process based retrieval scheme for encrypted images. The image data is encrypted by a stream cipher, and the markov features can be directly extracted from encrypted data.

The aforementioned works make good steps to the CBIR over encrypted images. However, the search efficiency still remains to be the main issue. Nevertheless, none of these schemes consider the dishonest query users who may illegally distribute the retrieved images. Actually, it is difficult to design a method to completely prevent illegal distributions. However, it is possible to design certain techniques to deter such illegal behaviors. Watermarking techniques have been widely studied for the copy deterrence in buyer-seller scenarios [28]–[32]. For the copy-deterrence purpose, the seller inserts a unique watermark into the image before it being sold to the buyer. If the buyer distributes the copies of the watermarked image, the illegal buyer can be traced by examining the watermark in image. The watermarking techniques can prevent the illegal distributions to some extent. However, there are still several problems that need to be settled to implement watermark-based copy deterrence in our scheme:

1) For the copy-deterrence purpose, we need to embed watermark into all the retrieved images for each query request. It requires high computational complexity and thus is expected to be completed by the cloud server. Therefore, we need to employ a watermarking method that is efficient and can embed the watermark directly in the encrypted image by the cloud server. After receiving the encrypted and watermarked images, the query user should be able to directly decrypt the watermarked images with the predefined secret keys. After the decryption, the watermark is still contained in the image.

2) In a watermark-based copy deterrence protocol, the image owner may slander a query user by embedding the watermark related to the user in an original image. The proposed protocol needs to prevent this type of illegal behavior.

3) After obtaining the watermarked images, the query user may change them by regular image processing operations before illegal distributions, e.g., JPEG-compression. In this case, the watermark bits could not be extracted with 100% accuracy. Thus, the trace with the extraction errors needs to be fully discussed.

III. PROBLEM FORMULATION

A. System model

The system model in this paper involves four different types of entities: the image owner, image user, cloud server and
image certification authority (WCA), as illustrated in Fig. 1.

**Image owner** wants to outsource his local data, i.e., a collection of $n$ images $\mathcal{M} = \{m_1, m_2, ..., m_n\}$, to the cloud server in the encrypted form $\mathcal{C} = \{c_1, c_2, ..., c_n\}$, while enabling the user to search over the encrypted images. Firstly, the image owner extracts the feature vectors $\mathcal{F} = \{f_1, f_2, ..., f_n\}$ from $\mathcal{M}$, and then constructs a secure searchable index $\mathcal{I}$ on $\mathcal{F}$. Next, both the encrypted image collection $\mathcal{C}$ and index $\mathcal{I}$ are outsourced to the cloud server. The image owner also takes the responsibility to authorize image users through a certain secure method, which is orthogonal to our schemes and will not be discussed in this paper as many previous SSE schemes [2]–[4], [6]–[14], [22]–[24], [26], [27], [33]. The image owner sends the authentication information of authorized users to the cloud server who will take the responsibility to verify the identity of user in search requests. In addition, the image owner sends the identities of the authorized users to WCA for watermark generation.

In our scheme only a single image owner is considered. However, if there are multiple image owners in our scheme and all the owners have the same set of users, the owners can encrypt the indexes under the same cryptosystem and secret keys so that the users can search images from all of these owners. But if the sets of authorized users are different for each of image owners, the owners need to encrypt their images and indexes with their particular keys. Accordingly, the user can only search from the corresponding owners. In addition, if some image owners share a part of users, one can resort to some sophisticated methods to efficiently manage the authorization of users. Attribute-based encryption methods could be a good choice.

**Image users** are the authorized ones to retrieve images from the cloud server. To request a search, the image user firstly generates a trapdoor $TD$ for the query image, and then submits the trapdoor $TD$ and his identity to the cloud server. After receiving the resulting images, the user can decrypt them with the secret key shared by the image owner.

**Cloud server** stores the encrypted image collection $\mathcal{C}$ and the index $\mathcal{I}$ for the image owner and processes the query requests from image users. Besides, in order to support copy deterrence, the cloud server takes the responsibility to embed the watermark into the retrieved images.

**Watermark certification authority (WCA)** is a trusted agency who takes the responsibilities to generate watermarks for the authorized query users and execute the arbitration through the watermark extraction algorithm.

**B. Threat model**

In our scheme, all the image owner, image user, and cloud server could trigger security problems. In this paper, two types of security issues are mainly considered.

**Data privacy.** Similar to the previous SSE schemes [2]–[4], [6]–[14], [22]–[27], [33], we consider the cloud server to be “honest-but-curious”, which means the cloud server correctly follows the protocol specification, but keeps and analyzes the communication data so as to obtain the sensitive information. Thus, the privacy of the image content, image features and trapdoors needs to be properly protected.

**Copyright.** In the proposed scheme, we consider the dishonest image users who correctly follow the protocol specification, but may distribute the retrieved images to the unauthorized others for benefits. The watermarking technology is adopted to deter the illegal distribution. In addition, in a watermark-based protocol, the data owner may frame an innocent user by embedding the user’s watermark into the original images. This kind of behavior should be prevented in the proposed scheme. To the best of our knowledge, our work is the first SSE scheme that takes the dishonest user into consideration.

We assume that there is no collusion among the cloud server, image owner, image user, and WCA. This assumption is necessary to construct an efficient scheme. Specifically, the cloud server and WCA will not leak the watermarks, the embedding algorithm, and the secret keys to the image owner. The image users will not leak the secret keys used in the trapdoor generation and image decryption to the cloud server. In addition, just as the previous SSE schemes [2]–[4], [6]–[9], [11], [13], [14], [22]–[27], [33], it is easy to deduce that the images $m_i$ and $m_j$ are similar to each other if both the images $m_i$ and $m_j$ have the high similarity scores to the same query image. This type of information leakage is not considered in this paper.

**C. Design goals**

**Efficiency.** The linear search is quite inefficient and computationally impracticable for a large database. The proposed scheme aims to achieve a better-than-linear search efficiency through constructing an efficient index. For the copy-deterrence purpose, the cloud server needs to watermark all of the retrieved images for each query. Thus, a high efficient watermark algorithm is preferred in a CBIR scenario.

**Security.** According to the threat model, the proposed scheme is expected to meet the following security requirements:

1) **Data privacy.** The plaintext data regarding the image content, image features, and trapdoors needs to be kept unknown to the cloud server.

2) **Copy deterrence.** A watermark-based protocol in encryption domain needs to be designed to deter the illegal
distribution, and the image owner is prevented from framing the image users.

D. Preliminaries

**MPEG-7 visual descriptors.** MPEG-7 is a multimedia content description standard which offers a comprehensive set of descriptors for the multimedia data description [34]. In this paper, four MPEG-7 descriptors are utilized:

1) Scalable color descriptor (SCD) is defined in the hue-saturation-value (HSV) color space. SCD uses a Haar transform encoding that facilitates the scalability for the feature extraction.

2) Color structure descriptor (CSD) aims to identify the localized color distribution using a small structuring window. To ensure interoperability, the color structure histogram is constructed in the hue-min-max-difference (HMMD) color space.

3) Color layout descriptor (CLD) provides information about the spatial color distribution within images. After an image is divided into 64 blocks, CLD descriptor is extracted from each of these blocks based on the discrete cosine transform.

4) Edge histogram descriptor (EHD) captures the spatial distribution of edges. The distribution of edges is a good texture signature for the image matching even when the underlying texture is not homogeneous.

These descriptors can be represented as feature vectors, and the image similarity could be measured by Euclidean distance.

For more specific descriptions about these descriptors, please refer to [34].

**Locality-sensitive Hashing.** Locality-sensitive hashing (LSH) has the property that close items will collide with a relatively high probability compared to items that are far apart [35]. A hash function family $\mathcal{H} = \{h : S \rightarrow \mathcal{U}\}$ is called $(c, \pi, p_1, p_2)$-sensitive for any $x, y \in S$ if

$$
\begin{align*}
Pr\{h(x) = h(y)\} & \geq p_1 \quad \text{for} \quad d(x, y) \leq r, \\
Pr\{h(x) = h(y)\} & \leq p_2 \quad \text{for} \quad d(x, y) \geq cr,
\end{align*}
$$

where the constant $c > 1$ and probabilities $p_1 > p_2$.

To enlarge the gap between $p_1$ and $p_2$, multiple hash functions are utilized to construct the pre-filter tables. A $p$-stable LSH $h_{a,b} : \mathbb{R}^d \rightarrow \mathbb{Z}$ maps an $d$-dimensional vector $v$ into an integer $\mathbb{Z}$, and can be formulated as $h_{a,b}(v) = \lfloor a \cdot v + b \rfloor$, where $a$ is an $d$-dimensional random vector with the entries following a $p$-stable distribution, and $b$ is a real number chosen uniformly from the range $[0, r)$, and $r$ is an positive integer.

IV. THE PROPOSED SCHEME

A. Overview of the proposed scheme

The proposed scheme consists of a tuple of algorithms that are executed by different entities. A brief description of the algorithms is presented in Fig. 2.

**Image owner side:**

- $\mathcal{K} \leftarrow$ KeyGen($1^n$) is the key generation algorithm that takes as input the security parameter $\kappa$, and returns the secret key $\mathcal{K}$.
- $\mathcal{I} \leftarrow$ IndexGen($\mathcal{K}, \mathcal{M}$) is the index generation algorithm that takes as input the secret key set $\mathcal{K}$ and the image collection $\mathcal{M}$, and returns the index $\mathcal{I}$.
- $\mathcal{C} \leftarrow$ ImgEnc($\mathcal{K}, \mathcal{M}$) is the image encryption algorithm that takes as input the secret key set $\mathcal{K}$ and the image collection $\mathcal{M}$, and returns the encrypted image collection $\mathcal{C}$.

**Image User side:**

- $\mathcal{T} \leftarrow$ TrapdoorGen($\mathcal{K}, m_a$) is the trapdoor generation algorithm that takes as input the key set $\mathcal{K}$ and the query image $m_a$, and returns the query trapdoor $\mathcal{T}$.
- $\mathcal{M}_q \leftarrow$ ImgDec($\mathcal{K}, \mathcal{M}$) is the decryption algorithm that takes as input the secret key set $\mathcal{K}$ and a retrieved set of encrypted and watermarked images $\mathcal{M}_q$, and returns the set of watermarked images $\mathcal{M}_q$.

**Cloud server side:**

- $\mathcal{R} \leftarrow$ Search($\mathcal{I}, \mathcal{C}, \mathcal{T}$) is the search algorithm that takes as input the encrypted collection $\mathcal{C}$, the index $\mathcal{I}$, and the trapdoor $\mathcal{T}$, and returns the temporary search result set $\mathcal{R}$.
- $\mathcal{R}' \leftarrow$ WatermarkEmb($\mathcal{R}, w$) is the watermark embedding algorithm that takes as input the temporary search result set $\mathcal{R}$ and the watermark $w$, and returns the set of watermarked images $\mathcal{R}'$.

**WCA side:**

- $\{w_i\} \leftarrow$ WatermarkGen($\{\text{UID}_i\}$) is the watermark generation algorithm that generates a unique watermark $w_i$ for each UID.
- $w_i \leftarrow$ WatermarkExtra($m_a$, $m_o$) is the watermark extraction algorithm that takes as input the original image $m_o$ and its watermarked version $m_a$, and returns the extracted watermark $w_i$ which is used for the arbitration.

Given an image collection $\mathcal{M}$, the image owner runs KeyGen, IndexGen, and ImgEnc to generate the set of secret keys $\mathcal{K}$, the secure index $\mathcal{I}$, and the encrypted image collection $\mathcal{C}$, respectively. After that, the image owner outsources the index $\mathcal{I}$ and the collection $\mathcal{C}$ to the cloud server, and then sends the set of watermarks $\{w_i\}$ to the authorized image users. In addition, the image owner sends the set of user identities $\{\text{UID}_i\}$ to WCA. After receiving $\{\text{UID}_i\}$, WCA generates a unique watermark $w_i$ for each query user by WatermarkGen, and then sends the set of watermarks $\{w_i\}$ to the cloud server.

In order to retrieve similar images, the authorized image user runs TrapdoorGen to generate a query trapdoor $\mathcal{T}$, and then submits the trapdoor $\mathcal{T}$, $\mathcal{I}$, and authentication key to the cloud server. Upon receiving the search request, the cloud server firstly verify the identity of the user with the UID and authentication key. If successfully verified, the cloud server runs Search to obtain a temporary result set $\mathcal{R}$ including the top-$k$ most similar images. Next, the cloud server finds the watermark $w$ according to the user’s UID, and embeds the watermark $w$ into each of the images in $\mathcal{R}$ by WatermarkEmb. Finally, the watermarked image set $\mathcal{R}'$ is generated and sent to the query user. After receiving $\mathcal{R}'$, the query user runs ImgDec to obtain the set of decrypted images $\mathcal{M}_q$. Please note that the decrypted images will still contain the watermark in them.

Fig. 2. Overview of the algorithms in the proposed scheme
If an image \( m_i \) in \( \mathcal{M} \) is illegally distributed by a query user, and then found by the image owner, the owner can submit \( m_i \) and its original version \( m_o \) to WCA. Note that image owner can easily obtain his image collection from the cloud server. WCA then extracts watermark \( w_i \) from \( m_i \) through WatermarkExtra and identifies the possible illegal query user whose associated watermark is similar to the extracted watermark \( w_i \).

In the following, we will present the details of our privacy-preserving and copy-deterrence CBIR scheme. For clarification, the description of the scheme is divided into two parts. At first, we present the privacy-preserving CBIR scheme. Next, the copy-deterrence functionality is added to the scheme.

### B. Privacy-preserving CBIR protocol

In this subsection, we present the details of the algorithms that are involved in the privacy-preserving CBIR protocol, including KeyGen and IndexGen on the image owner side, TrapdoorGen on the image user side, and Search on the cloud server side.

- \( \mathcal{K} \leftarrow \text{KeyGen}(1^n) \) is the key generation algorithm that takes as input the security parameter \( n \), and returns the set of secret keys \( \mathcal{K} = \{ \mathbf{S}_1, \mathbf{S}_2, \{g_i\}_{i=1}^{L}, \{k_j\}_{j=1}^{L}, k_{img} \} \). Here, \( \mathbf{S} \) is a vector of \( l + 1 \) bits, \( \mathbf{S}_1 \) and \( \mathbf{S}_2 \) are two invertible matrices with the size \((l + 1) \times (l + 1)\), \( \{g_i\}_{i=1}^{L} \) is the set of LSH functions, \( \{k_j\}_{j=1}^{L} \) is the set of secret keys for the cloud encryption, and \( k_{img} \) is the secret key for the image encryption.

- \( \mathcal{T} \leftarrow \text{IndexGen}(\mathcal{K}, \mathcal{M}) \) is the index generation algorithm that takes as input the secret key set \( \mathcal{K} \) and the image collection \( \mathcal{M} \), and returns the index \( \mathcal{T} \). For clarification, we divide the process of index generation into two steps: the generation of unencrypted index and the index encryption.

**Step1: the generation of unencrypted index.** At the beginning, a feature vector \( f_i = (f_{i,1}, f_{i,2}, ..., f_{i,t})^T \) is extracted from each image \( m_i \in \mathcal{M} \) using the feature extraction methods described in subsection III-D. Then, the similarity between the two images depends on the similarity between the two corresponding feature vectors. Intuitively, a one-to-one map index can be constructed for the search purpose. However, this will cause a linear search time. In order to get better search efficiency, a two-layer index is constructed. Specifically, the bottom layer is the one-to-one map index which is illustrated in Table I. The upper one consists of the pre-filter tables which are constructed on basis of the one-to-one map index. During the search process, most of the dissimilar images will be discarded quickly according to the pre-filter tables. Then, the similarity scores of remaining images to the query image are calculated and ranked according to the one-to-one map index.

The construction of the one-to-one map index is quite simple. The pre-filter tables are constructed using the LSH which is introduced in subsection III-D. Specifically, the image owner randomly chooses \( \lambda \) LSH functions \( h_1, h_2, ..., h_\lambda \in \mathcal{H} \) and applies \( g(f_i) = (h_1(f_i), h_2(f_i), ..., h_\lambda(f_i)) \) to the features in \( \{f_i\}_{i=1}^{n} \) so as to build a pre-filter table. As introduced in subsection III-D, the function \( g(\cdot) \) maps an \( l \)-dimensional vector into \( \lambda \) integers, which forms a \( \lambda \)-dimensional vector called bucket.

The images with the same bucket value can be considered as a cluster of similar images. To provide more possible results, this process is repeated \( L \) times, generating \( L \) pre-filter tables. To sum up, the set of buckets can be denoted as \( \{Bkt_{ij}\}_{i \in [1,L], j \in [1,N_j]} \), where \( N_j \) refers to the total number of buckets in the \( j \)-th pre-filter table. In the proposed scheme, each image \( m_i \in \mathcal{M} \) is mapped into \( L \) buckets. An example of the pre-filter table is illustrated in Table II.

**Step2: the index encryption.** The image features in plaintext may reveal information about the image content [22]–[27]. For example, a color histogram with large blue component would indicate the likely presence of the sky or ocean, and the shape descriptors may disclose the information about the likely object in the image. Therefore, the feature vectors in the one-to-one map index need to be encrypted. The key point is to maintain that the encrypted feature vectors can be still used to calculate and rank the similarity scores. Intuitively, the homomorphic encryption techniques can be employed here. However, the homomorphic encryption is generally time-consuming and leads an additional round of communication between the cloud server and the query user [36]. As an alternative, the secure kNN algorithm [37] is employed to protect the feature vectors. Specifically, for a feature vector \( f_i = (f_{i,1}, f_{i,2}, ..., f_{i,t})^T \), we modify it into \( \tilde{f}_i = (f_{i,1}, f_{i,2}, ..., f_{i,t}, \|f_i\|^T)^T \), where \( \|f_i\| \) is the Euclidean norm of \( f_i \). Next, we split \( \tilde{f}_i \) into two random vectors \( \{\tilde{f}_{ia}, \tilde{f}_{ib}\} \) according to \( \mathbf{S} \) as: if \( S[j] = 0 \), \( \tilde{f}_{ia}[j] \) and \( \tilde{f}_{ib}[j] \) are set equal to \( \tilde{f}_i[j] \); if \( S[j] = 1 \), \( \tilde{f}_{ia}[j] \) and \( \tilde{f}_{ib}[j] \) are set as two random values whose sum equals to \( \tilde{f}_i[j] \). Finally, the encrypted feature vector is generated as \( \tilde{f}_i = \{M_1^T \tilde{f}_{ia}, M_2^T \tilde{f}_{ib}\} \).

In addition, LSH does not necessarily have the one-way property. Thus, we cannot directly outsource the pre-filter tables to the cloud server as the bucket values may disclose the information about the features. To enhance

<table>
<thead>
<tr>
<th>Image identity</th>
<th>Feature vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID(m₁)</td>
<td>f₁</td>
</tr>
<tr>
<td>ID(m₂)</td>
<td>f₂</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>ID(mₙ)</td>
<td>fₙ</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bucket value</th>
<th>Image identities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bkt₁₁</td>
<td>ID(m₁), ID(m₂₇), ID(m₃₁), ID(m₁₁₅)</td>
</tr>
<tr>
<td>Bkt₁₂</td>
<td>ID(m₁₆), ID(m₆₆), ID(m₃₂₁), ID(m₃₄₄)</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Bkt₁ₙ</td>
<td>ID(m₂₄), ID(m₄₃₁), ID(m₄₄₃), ID(m₄₅₆)</td>
</tr>
</tbody>
</table>
the security, the bucket values are protected by a one-way hash function. Finally, the encrypted index $\mathcal{I}$, including the one-to-one map index and the pre-filter tables, is uploaded to the cloud server for secure CBIR.

- $TD \leftarrow \text{TrapdoorGen}(\mathbf{S}, \mathbf{M}_1, \mathbf{M}_2, \{g_j\}_{j=1}^L, \{k_j\}_{j=1}^L, m_q)$. To retrieve similar images, a query user generates a trapdoor and sends it to the cloud server. The trapdoor should not reveal the information about the query image but can be used to search similar images on index $\mathcal{I}$. The procedure of $\text{TrapdoorGen}$ is defined as follows:

1. Calculate the feature vector $f_q$ from the query image $m_q$.
2. For each $j \in [1, L]$, compute the bucket value $B_{kt_j} = g_j(f_q)$, and then encrypt $B_{kt_j}$ to be $\phi(B_{kt_j}, k_j)$ using the secret key $k_j$.
3. Modify the query vector $f_q = (f_{q,1}, f_{q,2}, \ldots, f_{q,L})^T$ into $\tilde{f}_q = (-2f_{q,1}, -2f_{q,2}, \ldots, -2f_{q,L})^T$, and then split $\tilde{f}_q$ into two random vectors $\{\tilde{f}_{qa}, \tilde{f}_{qb}\}$ as: if $S[j] = 0$, $\tilde{f}_{qa}[j]$ and $\tilde{f}_{qb}[j]$ are set as two random values whose sum equals to $\tilde{f}_q[j]$; if $S[j] = 1$, $\tilde{f}_{qa}[j]$ and $\tilde{f}_{qb}[j]$ are set equal to $\tilde{f}_q[j]$. Note that the split operation here is a little different from that in $\text{IndexGen}$. Then, the query vector is encrypted as $f_q' = (\gamma M_1^{-1} \tilde{f}_{qa}, \gamma M_2^{-1} \tilde{f}_{qb})$, where $\gamma \in \mathbb{R}$ is a random positive value.
4. Finally, the trapdoor is generated as $TD = \{(\phi(B_{kt_j}, k_j))_{j=1}^L, f_q'\}$.

- $\mathcal{R} \leftarrow \text{Search}(\mathcal{I}, \mathbf{C}, TD)$. Upon receiving a trapdoor $TD$ from an image user, the cloud server executes $\text{Search}$ to find the similar images.

1. Firstly, the cloud server fetches the image IDs from $L$ pre-filter tables according to the encrypted bucket values $\{\phi(B_{kt_j}, k_j)\}_{j=1}^L \in TD$. With the property of locality-sensitive hashing, these images are likely to be similar to the query image. This step filters out lots of dissimilar images very efficiently.
2. Next, the distances of the images fetched above to the query image are calculated and ranked, which helps to reduce the communication burden by just sending the top-$k$ most similar images to the query user. The distance between a database feature vector $f_i$ and the query feature vector $f_q$ is calculated as follows,

$$
\begin{align*}
    \|f_q - f'_i\|^2 &= (\gamma M_1^{-1} \tilde{f}_{qa})^T M_1^{-1} \tilde{f}_{qa} + (\gamma M_2^{-1} \tilde{f}_{qb})^T M_2^{-1} \tilde{f}_{qb} \\
    &= \gamma (\tilde{f}_{qa})^T \tilde{f}_{qa} + \gamma (\tilde{f}_{qb})^T \tilde{f}_{qb} \\
    &= \gamma (||f_q||^2 - 2 \sum_{j=1}^{L} f_{j,a} f_{j,b}) \\
    &= \gamma (||f_q - f_i||^2 - ||f_i||^2).
\end{align*}
$$

The distance $||f_q - f'_i||^2$ is hidden by the secret scalar $\gamma$ and the unknown $||f_i||^2$. And $f_q^T f'_i > f_q^T f'_j$ implies $||f_q - f_i||^2 > ||f_q - f'_j||^2$, which means that the cloud server can directly find the closest feature vectors by simply sorting the set of vector products $f_q^T f'_i$, without knowing the original feature vectors.
3. Finally, the cloud server puts the top-$k$ most similar encrypted images into the temporary set $\mathcal{R}$. After being watermarked, these images will be sent to the query user.

### C. Copy-deterrence CBIR protocol

The watermarking technology is employed for the copy deterrence in the proposed scheme. At the beginning, a unique watermark associated with the query user is embedded into the encrypted images by the cloud server. Then, the encrypted and watermarked images are sent to the query user. After receiving the images, the query user can directly decrypt these images. The watermark is still preserved after the decryption. When an illegal copy of the image is found, the unlawful user who made the illegal distribution can be traced by examining the watermark in the image. This will deter the illegal distributions.

Several partial-encryption based commutative encryption and watermarking (CEW) methods have been proposed [38]–[41]. In these methods, the image data is divided into two parts. One part is encrypted to protect the image content, and the other is used to carry the watermark. The encryption and watermarking operations in these methods do not interfere with each other, which is suitable for our application scenario. However, the watermarked part has not been protected well and will leak information about the images.

Some watermarking methods are constructed based on homomorphic cryptosystems [28]–[32], [42], [43]. In these methods, the watermark can be embedded in the encrypted images and extracted in the decrypted ones, which fits our application. However, the homomorphic-cryptosystem based secure watermarking methods are not quite suitable for the application scenario of image retrieval. Firstly, the homomorphic encryption is quite time-consuming. Generally, a batch of images will be returned for each search request. It is unbearable to embed watermark in homomorphic-encryption domain for each search request. An alternative solution is to prepare a distinct watermarked image for each image user in advance. But this will greatly increase the storage burden to the cloud server.

Some researchers have designed the client-side watermarking method which transmits the same encrypted version to all the clients but lets the clients to decrypt the content with the client-specific keys. The watermark is implicitly embedded during the decryption [44], [45]. In [44], [45], the data is encrypted by addition operation which is suitable for embedding robust spread-spectrum watermarking. However, the choice of using the addition comes at the cost of losing the provable plain-text confidentiality [44]. It is usable in a general distribution scheme, but is not secure enough for a curious cloud server.

For security and efficiency, a CEW algorithm proposed by Zhang [46] is exploited in our scheme. Since the data owner can easily get the original images, we modify the embedding and extraction procedure of [46] to achieve a better watermark extraction accuracy.
1) Overview of Zhang’s algorithm: In [46], each pixel in an grayscale image is composed of 8 binary bits. In the embedding process of Zhang’s algorithm, the pixel bits of image are encrypted into random bits through the exclusive-or operation with a standard stream cipher. Then, the encrypted image is segmented into nonoverlapping blocks and a part of them are randomly chosen to carry watermark bits. Next, the pixels in each of chosen blocks are randomly divided into two sets $S_0$ and $S_1$ according to a secret key. If the watermark bit is 0, flip the 3 least significant bits (LSBs) of the pixels in $S_0$. Otherwise, flip the 3 LSBs of the pixels in $S_1$. In this way, an encrypted and watermarked image is generated. The encrypted and watermarked image can be decrypted by the same stream cipher. The decrypted image still contains the watermark in it.

The extraction of watermark bits is based on the fact that the fluctuation of an original image block is generally lower than that of a flipped one. Firstly, the blocks carrying the watermark bits are found according to the secret key. Secondly, the pixels of each block are divided into two sets according to the secret key. Finally, 3 LSBs of pixels in sets $S_0$ and $S_1$ are flipped separately. By observing the change of fluctuation, we can guess the embedded bit is 1 or 0. Note that, it is not guaranteed that each watermark bit can be correctly extracted. For more information about Zhang’s work, please refer to [46].

2) The proposed watermark-based protocol: In our watermark-based protocol, we improve Zhang’s watermarking algorithm in [46] to increase the robustness. In the extraction process, we extract the watermark bits by comparing the watermarked image and its corresponding original version. A sketch of our watermark-based copy-deterrence protocol is illustrated in Fig. 3.

With an image collection $\mathcal{M}$, the image owner runs $\text{ImgEnc}$ to generate an encrypted image set $\mathcal{C}$ with a standard stream cipher, and then outsources $\mathcal{C}$ to the cloud server. Upon receiving a query request, the cloud server retrieves the temporary search result $\mathcal{R}$ according to $\mathcal{TD}$, and gets the watermark $w$ related to $\text{UID}$. Then, the cloud server embeds the watermark $w$ into the images in $\mathcal{R}$ through WatermarkEmb, generating the watermarked-encrypted image collection $\mathcal{R}’$ which will be sent to the query user as the final result set. After receiving $\mathcal{R}’$, the image user decrypts the images in $\mathcal{R}’$ to get the image set $\mathcal{M}_q$ including the watermarked and decrypted images. If an unauthorized copy of image $m_q$ is found, the image owner submits both the unauthorized copy $m_q$ and the corresponding original version $m_o$ to WCA which then exacts watermark $w_t$ by WatermarkExtra. Finally, the extracted watermark $w_t$ is used to identify the illegal user whose watermark is similar to $w_t$. The proposed watermarking algorithm is expected to achieve a better extraction accuracy than that in [46]. The detailed algorithms are described in Fig. 4 and 5. Please note that, these algorithms are designed for grayscale images. The color image with 3 color channels can be simply divided into 3 grayscale ones before using the algorithms here.

V. SECURITY ANALYSIS

In the proposed scheme, three types of entities, i.e., the data owner, image user, and cloud server, could trigger security problems. Here, two kinds of security issues are mainly considered.

A. Data privacy problem

Similar to the previous SE scheme [22]–[27], the cloud server is considered to be “honest-but-curious”, which means that the cloud server will correctly follow the protocol
1. Divide $c$ into $s \times s$ sized nonoverlapping blocks. The watermark is a sequence of binary digits denoted as $w = w_1, w_2, \ldots, w_{N_w}$. A set of blocks $\{ BK_i \}_{i=1}^{N_BK}$ are chosen by a pseudorandom function with the secret key $k_{emb1}$. Each block will carry one bit of the watermark.

2. For each watermark bit $w_i, i \in [1, \ldots, N_w]$, a) The pixels in block $BK_i$ are divided into two sets $S_0$ and $S_1$ according to a pseudorandom function with the secret key $k_{emb2}$:

   b) If $w_i = 0$, flip the bits of pixels in $S_0$. Otherwise, flip the pixel bits in $S_1$. In order to preserve the image quality, we make less flipping on higher bit-planes. We denote the ratios of flipped bits on 8-bit planes as $\epsilon = [\epsilon_1, \epsilon_2, \ldots, \epsilon_8]$. That is to say, for the $i$-th bit-plane, there are $N_{w,i} \times s \times s \times \epsilon_i/2$ bits will be flipped randomly. The flipped positions are determined by $k_{emb3}$.

3. Output the encrypted and watermarked image set $R'$.

$$w_i \leftarrow \text{WatermarkExtra}(m_i, s_i, k_{emb1}, k_{emb2}, k_{emb3})$$

1. Divide $m_i$ into nonoverlapping blocks with the size $s \times s$.

2. Locate the set of blocks $\{ BK_i \}_{i=1}^{N_BK}$ that carries the watermark bits $w = w_1, w_2, \ldots, w_{N_w}$ according to the secret key $k_{emb1}$.

3. For each $i \in [1, N_w]$, a) Divide the pixels in $BK_i$ into two sets $S_0$ and $S_1$ according to the secret key $k_{emb2}$:

   b) Flip the pixels in $S_0$ and $S_1$ respectively according to $[\epsilon_1, \epsilon_2, \ldots, \epsilon_8]$ and $k_{emb2}$ to get two blocks $BK_0^i$ and $BK_1^i$. Construct the corresponding block $BK_i$ from the original image with the secret key $k_{emb1}$. Calculate $\delta_0 = \sum_{p_i \in BK_0^i} (p_i^1 - p_i^2)^2$ and $\delta_1 = \sum_{p_i \in BK_1^i} (p_i^1 - p_i^2)^2$. If $\delta_0 < \delta_1$, the watermark bit is extracted as '0'. Else, the watermark bit is extracted as '1'.

4. Output the extracted watermark $w_i$.

**The privacy of image content.** The images stored on the cloud server are encrypted with a standard stream cipher. The keystreams are generated by a one-way pseudorandom number generator which takes as input a secret key and the unique image identity. The keystreams for different images are different with each other. In this case, the standard stream cipher is secure against Chosen-plaintext Attack (CPA) model [47]. Thus, the privacy of image content in our scheme is well protected.

2) **The privacy of image features.** The image features may reveal the information about image content. In our scheme, the feature vectors are encrypted by the secure kNN algorithm which is proved to be secure against the Chipertext-only Attack (COA) model [37]. In addition, the bucket values mapped from the feature vectors are further protected by a one-way hash function. Thus, the information of feature vectors will not be leaked from these bucket values.

3) **The privacy of trapdoors.** Similar to the feature vectors in index, the feature vectors in trapdoors are encrypted by the secure kNN algorithm. And the bucket values in trapdoors are also further protected to prevent the information leakage. Thus, the privacy of trapdoors is also well protected.

4) **The leakage of similarity information.** In our scheme, the similarity information among images is leaked. For instance, if the images $m_i$ and $m_j$ are returned as the search results to the same query, it is easy to deduce that the images $m_i$ and $m_j$ are similar to each other. In addition, we use the pre-filter tables to group the similar images to improve the search efficiency. Thus, the cloud server knows those images in the same bucket are similar to each other. This type of information leakage is a compromise for the efficiency.

**B. Copyright problem**

In the proposed scheme, we recall the assumption that the query users will correctly follow the protocol specification, but may distribute the retrieved images to someone unauthorized for benefits. The watermarking techniques are adopted to deter the illegal distribution. On the other side, the data owner may try to frame an innocent user by embedding the user’s watermark into an original image. This illegal operation should be also prohibited in the proposed scheme.

1) **Framing problem:** In order to frame an image user, the image owner needs to know the user’s unique watermark, the embedding algorithm, and the embedding secret keys. In our scheme, the watermarks are generated and sent to the cloud server by the trusted WCA. Only the cloud server and WCA know the watermarks and the embedding keys. Under the assumption that there is no collusion among the image owner, cloud server, and WCA, the watermarks and embedding secret keys are kept secret from the image owner. In this case, the image owner cannot frame the image users.

2) **Trace to the illegal distributor:** If the image owner finds his image is exposed to someone unauthorized, the owner can submit the illegal copy and the corresponding original image to WCA. WCA takes the responsibility to extract the watermark from the doubtful image. Then, the extracted watermark is used to identify the illegal user. However, after obtaining the watermarked images, the user may change it by some regular image processing operations, e.g., JPEG compression. In this case, the watermarks could not be extracted with 100% accuracy. Then, the trace under the extraction errors needs to be discussed.

**Definition 1:** For any two watermarks $w_a$ and $w_b$ with the length $N_w$, the similarity between them is defined as $\frac{N_w}{N_w}$, where $N_w$ is the number of same bits of two watermarks at the same positions.

Take the watermarks ‘0100110110’ and ‘1111101011’ as an example. We can see that the lengths of watermarks are ten, and the bits of two watermarks at the second, fifth and ninth
associated with a query user. If the similarity between
be an illegal distributor.
positive is the case that an innocent user is wrongly judged to
user is missed by the watermark-based protocol. The false
have distributed the image.
watermarks
scheme is designed so that the similarity between any two
positions are the same, respectively. So, the similarity between
the two watermarks is calculated to be 0.3. The proposed
scheme is designed so that the similarity between any two
watermarks \( w_a \) and \( w_b \) is not larger than \( \alpha \).

**Definition 2:** Denote the \( w_e \) as the watermark extracted from an illegal distributed image and \( w_u \) as the watermark associated with a query user. If the similarity between \( w_e \) and \( w_u \) is larger than \( \beta \) (\( \beta > \alpha \)), the query user will be judged to have distributed the image.

**Definition 3:** The false negative is the case that an illegal user is missed by the watermark-based protocol. The false positive is the case that an innocent user is wrongly judged to be an illegal distributor.

**The probability of false negative.** We assume that the extractions of watermark bits are independent with each other, and the probability of correct extraction (called extraction accuracy) of each bit is \( p \). According to **Definition 2**, when the number of rightly extracted watermark bits is larger than \( \beta \times N_w \), there will be no false negative. Then, the false negative probability of the watermark-based protocol is

\[
P_{\beta} = 1 - \sum_{i=\beta N_w}^{N_w} C^i_{N_w} p^i (1-p)^{N_w-i}.
\]

Fig. 6(a) shows the distribution of \( P_{\beta} \) when \( N_w = 64 \), which indicates that the smaller \( \beta \) and larger \( p \) introduces less false negative.

**The probability of false positive.** Since the watermark bits may be wrongly extracted, a wrong user could be traced by the watermark-based protocol. The proposed scheme is designed so that the similarity between any two watermarks \( w_a \) and \( w_b \) is not larger than \( \alpha \). Thus, the case of false positive will not occur until the number of wrongly extracted bits is larger than \((\beta - \alpha) \times N_w\). Then, the upper bound of false positive possibility of our scheme is

\[
P_{\alpha} = \sum_{i=(\beta-\alpha)N_w}^{N_w} C^i_{N_w} (1-p)^i p^{N_w-i}.
\]

Fig. 6(b) shows the distribution of \( P_{\alpha} \) when \( N_w = 64 \), which indicates that a smaller \( \alpha \) introduces less false positive.

We can set the parameters \( \alpha \) and \( \beta \) flexibly according to real world applications. Table III lists the settings of \( \alpha \) and \( \beta \) in different cases. With these settings, both the false negative and false positive are smaller than \( 10^{-6} \).

**The number of available watermarks.** A small \( \alpha \) means a small similarity between different watermarks in the scheme, which leads to small probabilities of false negative and false positive. However, a small \( \alpha \) also cause a very limited number of available watermarks. Furthermore, it is difficult to estimate the maximum number of available watermarks with a specific \( \alpha \). So far, we only find a lower bounder of the number of available watermarks. That is \( 2^{\frac{1}{1-\alpha}} \). Please note that, this is a common problem of all watermark-based schemes.

<table>
<thead>
<tr>
<th>Number of watermark bits ( N_w )</th>
<th>Watermark extraction accuracy ( p )</th>
<th>( \beta )</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024</td>
<td>0.95</td>
<td>0.916016</td>
<td>0.831055</td>
</tr>
<tr>
<td>90</td>
<td>0.90</td>
<td>0.852516</td>
<td>0.706055</td>
</tr>
<tr>
<td>85</td>
<td>0.85</td>
<td>0.795898</td>
<td>0.590820</td>
</tr>
<tr>
<td>0.80</td>
<td>0.739258</td>
<td>0.477539</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>0.95</td>
<td>0.900391</td>
<td>0.798282</td>
</tr>
<tr>
<td>0.90</td>
<td>0.833984</td>
<td>0.666016</td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>0.771484</td>
<td>0.541016</td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>0.714844</td>
<td>0.427734</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>0.95</td>
<td>0.878906</td>
<td>0.753906</td>
</tr>
<tr>
<td>0.90</td>
<td>0.804688</td>
<td>0.605469</td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>0.738281</td>
<td>0.472656</td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>0.675781</td>
<td>0.347656</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>0.95</td>
<td>0.84375</td>
<td>0.679688</td>
</tr>
<tr>
<td>0.90</td>
<td>0.765625</td>
<td>0.523438</td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>0.687500</td>
<td>0.367188</td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>0.625000</td>
<td>0.242188</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>0.95</td>
<td>0.796875</td>
<td>0.578125</td>
</tr>
<tr>
<td>0.90</td>
<td>0.703125</td>
<td>0.390625</td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>0.625000</td>
<td>0.234375</td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>0.546875</td>
<td>0.078125</td>
<td></td>
</tr>
</tbody>
</table>

C. Collusion problems

This paper assumes that the WCA is fully trusted, the cloud server is honest-but-curious, the image users follows the protocol specification to search images but may distribute the retrieved images to the unauthorized ones, and the image owner may try to frame an image user. We assume that the image owner, cloud server, data user, and WCA will not collude with each other. These are basic assumptions in the buyer-seller protocols [28], [29], [48]–[50] and the SSE schemes [2]–[4], [6]–[9], [11], [13], [14], [22]–[27], [33]. However, our scheme is a combination of the SSE scheme and watermark-based protocol. Our threat model is slightly different from the previous SSE schemes since we consider...
the not-fully-trusted query users. In this situation, it is better to take the collusion problems into consideration. In following, we discuss the collusion problems and the possible ways to tackle them. We show that it will increase the computation, communication, and storage burden a lot to deal with these collusion problems.

The collusion between the image owner and cloud server.

In this case, the image owner will be able to frame an image user. Here, we discuss two possible ways to deal with this problem:

1) Jun Zhang et al. [42] have proposed a secure image retrieval scheme based on the watermark-based protocol to protect the copyright of service user’s query image against the image retrieval service provider. Please note that the application scenario in [42] is different from that in an SE scheme. Compared to a buyer-seller protocol, the service provider in [42] can be referred as the buyer, and the service user can be referred as the seller. Upon receiving a query request, the service provider generates a watermark and encrypts it with his public key. Next, the encrypted watermark, the public key, and the corresponding signatures are sent to the service user. The service user also generates a watermark and encrypts it with the service provider’s public key. Then, both the two watermarks are embedded into the query image in the encryption domain. The service user sends the watermarked and encrypted query image to the service provider and stores the encrypted watermark, the public key, and the corresponding signatures which are needed for the arbitration. The service provider then decrypts the query image to search similar images. The decrypted query image still contain the watermark in it. In [42], the service user knows nothing about the service provider’s watermark, and thus can not frame the service provider. However, the adoption of the techniques in [42] will greatly increase the burden of a privacy-preserving CBIR scheme. Firstly, it will increase the computation burden and cause storage expansions to encrypt images with a homomorphic encryption. Secondly, the cloud server needs to generate a distinct encrypted image collection for each query user with the corresponding public key. This will greatly increase the storage burden of the cloud server.

2) Another alternative is to have WCA to embed the watermark under the assumption that WCA is fully trustworthy. Under this situation, the cloud server needs to send the retrieved images to WCA in each query. Then, WCA takes the responsibilities to embed the watermark and send the watermarked images to the query user. This will increase the communication overhead of the scheme, and could be too complex for a realistic WCA. In addition, WCA may be also interested in the image privacy, and could not be fully trusted any more if he takes the responsibility to transmit the encrypted images.

The collusion between the image user and cloud server.

If an image user leaks the secret key to the cloud server, the image collection will be totally exposed to the cloud server. Thus, all the existing SSE schemes are constructed on the assumption that there is no collusion between the image user and cloud server [2]–[4], [6]–[9], [11], [13], [14], [22]–[27], [33]. In order to deal with this collusion problem in our scheme, one could divide the secret keys into two parts and respectively send the two parts to the image user and WCA. Under this situation, to carry out a query, the query user firstly encrypts the feature vector with its secret key, and sends the semi-encrypted feature vector to WCA. Then, WCA further encrypts the feature vector and sends final-encrypted feature vector to the cloud server. After searching on the index, the cloud server firstly sends the retrieved images to WCA. Then, WCA decrypts the images with its secret key (maybe also embed the watermark at this time) and sends the semi-decrypted images to the query user who will further decrypt to get the fully-decrypted images. This will increase the communication overhead of the scheme and cause a complex WCA. Moreover, in this scenario, the cloud server, image user, and WCA might collude with each other to obtain the full secret keys. This is a quite similar collusion problem as with our current scheme.

VI. PERFORMANCE EVALUATIONS

In this section, we present the performance evaluations of the proposed scheme on Corel image dataset which is a benchmark dataset for the image retrieval performance test [51]. This image database includes 100 categories of images and each category contains 100 similar images. The entire scheme is implemented using C++ language on a Windows 7 with Intel Core(TM) Duo Processor 2.80 GHz. The performance of the scheme depends on several parameters, including the parameter in hash function \( r \), the number of connected LSH functions \( \lambda \), the number of pre-filter tables \( L \), and the dimensionality of visual descriptor \( l \). In this paper, these parameters are set empirically except \( l \) which is fixed in a specific feature extraction algorithm. The parameters in our experiments are summarised in Table IV. Please note that the parameters used here are not claimed to be the optimal ones.

A. Retrieval precision

In our experiments, the “precision” for a query is defined as that in [52]: \( P_k = k'/k \), where \( k' \) is the number of real similar images in the \( k \) retrieved images. According to the Equation 2, the encryption of the feature vectors will not influence the retrieval precision. However, the pre-filter tables which are utilized to improve the search efficiency will affect the retrieval precision.

Four MPEG-7 descriptors are adopted to test the retrieval precisions. The precisions of our schemes with and without the

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Visual descriptors</th>
<th>Visual descriptors</th>
</tr>
</thead>
<tbody>
<tr>
<td>l</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>L</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>( r )</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

TABLE IV

PARAMETERS IN THE EXPERIMENTS
pre-filter tables are compared. We choose 20 image categories to test the retrieval precisions. Two samples from each category are randomly selected as the query images. Accordingly, the retrieval precisions are averaged from 40 queries for each visual descriptor.

The average precisions of the four descriptors are presented in Fig. 7. The precisions are mainly dependent on the performances of the visual descriptors. The usage of the pre-filter tables decreases the retrieval precision. The average decline rates are 15.04%, 19.90%, 13.93, and 18.59% for CSD, CLD, EHD, and SCD, respectively. These losses of precision are traded off for the search efficiency.

B. Efficiency

The time consumptions of the index construction, trapdoor generation, search operation, and watermark embedding process are tested in this subsection. In addition, the storage consumption of the index is also presented.

1) Time consumption of the index construction: Before the index construction, we have completed the feature extraction. Thus, the time consumption of index construction in our experiments mainly includes two parts: 1) the consumption for building \( L \) hash tables, and 2) the consumption for encrypting the feature vectors with a splitting operation and two multiplicative operations with the \((l+1) \times (l+1)\) matrices. In order to construct a pre-filter table, it takes \( O(n\lambda l) \) time to generate the bucket values, where \( n \) denotes the total number of images, \( l \) denotes the dimensionality of feature vector, and \( \lambda \) denotes the number of jointed hash functions. The time complexity of the splitting operation is \( O(nl) \), and the time complexity of the matrix multiplication is \( O(n^2) \). In total, the time complexity for the index construction is \( O(Ln\lambda l + nl + n^2) \). Since \( L, \lambda \) and \( l \) are the fixed constants in our scheme, the time consumption of the index construction is almost linear to the size of image collection, i.e., \( O(n) \). The time consumption of the index construction is illustrated in Fig. 8, which shows that the construction of the pre-filter tables costs very little time.

2) Time consumption of the trapdoor generation: Similar to the index generation, the trapdoor generation incurs the calculations of bucket values, a splitting operation, and two matrix multiplications. The time complexity is \( O(LM + l + l^2) \). The time cost of the trapdoor generation is mainly dependent on the dimensionality of the visual descriptor, as illustrated in Fig. 9.

3) Time consumption of the search operation: During the search process, the cloud server firstly retrieves \( n' \) similar images from the pre-filter tables according to the bucket values submitted by the query user. Next, a linear search is executed over these \( n' \) images to retrieve the top-k most similar results. Thus, the search complexity of the scheme with the pre-filter tables is \( O(n') \). Generally, \( n' \) is expected to be far less than the database size \( n \). As is illustrated in Fig. 10, the scheme with the pre-filter tables achieves better efficiency than that without the pre-filter tables. The average decline rates of the time consumption are 52.32%, 67.12%, 58.86% and 53.14% for CSD, SCD, EHD and CLD, respectively. Please note that the efficiency of the scheme can be further improved with the smaller \( L \), smaller \( r \), and larger \( \lambda \), which can be flexibly adjusted according to the real-world applications.

4) Time consumption of the watermark embedding:

The proposed watermark algorithm embeds watermark bits by flipping image pixels according to each bit flipping proportion \( [\epsilon _1, \epsilon _2, ..., \epsilon _8] \). The number of the flipped bits equals to \( \sum_{i=1}^{8} \epsilon _i \times N_w \times s^2 / 2 \). The time complexity of flipping is \( O(N_w \times s^2) \). However, in the execution of an algorithm, additional time is usually needed. We record the times that consumed by the flipping of bits and the whole embedding process, respectively, which are shown in Table V and VI. The results are averaged from the embedding process of 1000
images with the size of $384 \times 256$ or $256 \times 384$. The bit flipping ratios are set to $[0, 0, 0, 0.1, 0.2, 0.4, 0.8, 0.9]$. Table V and VI show that the time consumed by the flipping is only a small portion of the time consumed by the whole embedding process. Most of the time are consumed by the operations such as the image loading, image copy, and memory release.

5) Storage consumption of the index: The index in the proposed scheme consists of a one-to-one map index and $L$ hash tables. In Table VII, we present the storage consumption of the indexes with and without the pre-filter tables. The results are calculated from 10,000 images. Table VII shows that the pre-filter tables consume a little storage compared with the one-to-one map index.

### C. Watermark extraction accuracy

After receiving the watermarked image, the query user may change it by regular image processing operations, e.g., JPEG compression. In addition, with the knowledge of watermarking algorithm, the user may try to remove the watermark bits by flipping the bits of image pixel. In this case, the watermark bits could not be extracted with the 100% accuracy. In this paper, the watermark extraction accuracy is defined as $p = N_c / N_w$, where $N_c$ is the number of correctly extracted watermark bits and $N_w$ is the total number of the watermark bits. Please note that, the embedding parameters used here are not claimed to be the optimal ones. One can adjust the parameters flexibly to get a good tradeoff between the robustness and image equality according to the application scenarios.

To test the robustness of the proposed watermarking algorithm, we conduct bit-flipping and JPEG-compression to attack the watermarked images, and then try to extract watermark bits from these attacked images. In the embedding process, we set the number of watermark bits $N_w = 64$, the bit-flipping ratios $\epsilon = [0, 0, 0, 0.1, 0.2, 0.4, 0.8, 0.9]$ for 8 bit-plane, and the block size $s = 16, 24$ and 32. Fig. 11 (b) shows that the watermark leads no significant distortion to the image.

Generally, the bit-flipping ratio $\epsilon$ and flipping position can be kept as secret parameters to the attacker. We assume that the attacker only make the flipping on 5 lower bit-planes so as to preserve a satisfied image quality. The flipping is conducted randomly on these bit-planes. Fig. 12 shows that the averaged extraction accuracies are larger than 95% when 30% bits on 5 lower bit-planes are flipped. However, the distortion of image cannot be negligible in this case, as shown in Fig. 11(c). It means that the attacker cannot remove the watermark with the negligible distortion. In addition, a larger block size $s$ helps to enhance the robustness of our watermarking algorithm.

Fig. 13 presents the average extraction accuracies under JPEG-compression attack. The results are averaged from 1000 images. It is shown that higher extraction accuracy is achieved with larger block size $s$, and the JPEG-compression with higher quality factor causes less extraction errors. The only exception is the case of Zhang’s algorithm with the quality factor of 70%. It is because most of the original images are JPEG images with the quality factor 70%. The recompression with the same factor results in less influence on the images.

### VII. Conclusions

In this paper, we presented a privacy-preserving and copy-deterrence content-based image retrieval scheme in a cloud computing scenario. The secure kNN algorithm is applied to encrypt the visual features. The similarity scores can be directly calculated with the encrypted features by the cloud server, which enables the cloud server to rank the images without the additional communication burden. The locality-sensitive hashing is utilized to improve the search efficiency. For the first time, we consider the dishonest users in an SE schemes and propose a watermark-based protocol to deter the illegal distribution of images. Overall, the image features are secure against Ciphertext-only Attack model, and the search efficiency is improved from $O(n)$ to $O(n')$.

As future works, there still are some aspects could be improved. Firstly, the proposed watermarking method cannot be regarded as a very robust one. Secondly, a small parameter $\alpha$ will cause a limited number of available watermarks. In the future, we will make more efforts to design watermarking algorithm with better robustness and embedding capacity.

### TABLE V

<table>
<thead>
<tr>
<th>Number of watermark bits</th>
<th>Size of block $s$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>16</td>
</tr>
<tr>
<td>16</td>
<td>0.122</td>
</tr>
<tr>
<td>32</td>
<td>0.244</td>
</tr>
<tr>
<td>64</td>
<td>0.492</td>
</tr>
</tbody>
</table>

### TABLE VI

<table>
<thead>
<tr>
<th>Number of watermark bits</th>
<th>Size of block $s$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>16</td>
</tr>
<tr>
<td>16</td>
<td>4.933</td>
</tr>
<tr>
<td>32</td>
<td>5.091</td>
</tr>
<tr>
<td>64</td>
<td>5.471</td>
</tr>
</tbody>
</table>

### TABLE VII

<table>
<thead>
<tr>
<th>Index</th>
<th>Storage consumption (KB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>without the pre-filter tables</td>
</tr>
<tr>
<td>CSD</td>
<td>35382</td>
</tr>
<tr>
<td>SCD</td>
<td>35382</td>
</tr>
<tr>
<td>EHD</td>
<td>33195</td>
</tr>
<tr>
<td>EHD with the pre-filter tables</td>
<td>22258</td>
</tr>
</tbody>
</table>
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Fig. 11. The distortion of image under bit-flipping attack. The peak signal to noise ratio (PSNR) and structural similarity image measure-ment (SSIM) of the watermarked and attacked images are calculated to quantifiably show the image quality. (a) original image, (b) watermarked image, PSNR = 34.2603dB, SSIM=0.8531, (c) watermarked image after bit-flipping attack with 30% bits flipped, PSNR = 27.6602dB, SSIM=0.6085, and (d) watermarked image after bit-flipping attack with 40% bits flipped, PSNR = 26.6603dB, SSIM=0.5670.

Fig. 12. The average accuracy of watermark extraction after bit-flipping attack. The results are averaged from 1000 images.
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Fig. 13. The average accuracy of watermark extraction after JPEG-compression attack. The results are averaged from 1000 images.
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