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Abstract—This letter develops a flexible machine learning
detection method for cyberattacks in distribution systems con-
sidering spatiotemporal patterns. Spatiotemporal patterns are
recognized by the graph Laplacian based on system-wide mea-
surements. A flexible Bayes classifier (BC) is used to train spa-
tiotemporal patterns which could be violated when cyberattacks
occur. Cyberattacks are detected by using flexible BCs online. The
effectiveness of the developed method is demonstrated through
standard IEEE 13- and 123-node test feeders.

Index Terms—Cyberattack detection, distribution systems,
graph Laplacian, machine learning, spatiotemporal patterns.

I. INTRODUCTION

THE growing deployment of distributed energy resources
(DERs), microgrids, and other distribution-level technol-

ogy and assets has completely changed the way the distribution
systems have been designed and operated traditionally. Also,
as an increasing number of sensors (e.g., micro-PMUs) are
being developed and deployed on the distribution system in
conjunction with the conventional SCADA systems, advanced
metering infrastructure (AMI), and other field devices to en-
able data-driven observability and grid-edge data analytics [1],
the attack surface to the distribution management system
(DMS) is inevitably enlarged. DMS and associated monitoring
and control systems are among the key actors for making
decisions and exchanging information.

However, existing cybersecurity technologies employed in
distribution systems are still vulnerable to cyberattacks. It is
highly necessary to develop cyber-resilient DMS functions and
cybersecurity technologies to enable future energy delivery
systems to accurately detect, dynamically adapt, successfully
survive and reject a cyberattack. Unlike conventional cyber-
attack detection techniques, such as naive Bayes classifiers
(BCs) which are highly based on the normality assumption,
this letter attempts to capture the continuous attribute of
spatiotemporal patterns among system measurements by de-
veloping flexible BCs. Essentially, spatiotemporal patterns of
measurement data under normal conditions would be com-
promised when cyberattacks occur. Based on this concept,
this letter seeks to address two critical questions for the
cyberattack detection on distribution systems. (i) Is it possible
to quantitatively capture the spatiotemporal patterns between
cyberattack scenarios and normal scenarios? (ii) Can operators
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deploy flexible BCs to enhance the accuracy of conventional
cyberattack detection methods?

In this letter, we seek to integrate the spatiotemporal patterns
of system measurements into a flexible BC for cyberattack
detection. Specifically, spatiotemporal patterns are captured
by the generalized graph Laplacian (GGL) matrix for system
measurements. For the training process of the proposed flexi-
ble BC, they are taken as its input variables, while the labels
of cyberattack templates are taken as its output variables.
For the testing process, the online spatiotemporal patterns
captured by GGL are put into the proposed flexible BC, which
subsequently outputs the cyberattack detection results.

The organization of this letter is as follows. In Section II,
the flexible BC detection method is briefly introduced based
on spatiotemporal patterns using the graph Laplacian. Case
studies and result analysis performed on the public distribution
load data are discussed in Section III. Concluding remarks are
summarized in Section V.

II. FLEXIBLE MACHINE LEARNING METHOD
The overall procedure of the developed cyberattack detec-

tion method is shown in Fig. 1 and summarized as follows.
Step i): an unsupervised machine learning method, namely
GGL, is used to characterize spatiotemporal patterns of system
measurements; Step ii): a supervised machine learning method
(i.e., flexible BC) is used to train the spatiotemporal patterns
characterized by the GGL matrix; and Step iii): two sets of
metrics, namely the true positive rate (TPR) and contingency
table, are used to evaluate the performance of different detec-
tion methods. Detailed information on each step is described
in the following.

Spatiotemporal Patterns Estimated 
by Generalized Graph Laplacian (GGL)

Distribution System Measurements 
(Active/Reactive Power, and Load)
Distribution System Measurements 
(Active/Reactive Power, and Load)

OpenDSS (IEEE 13-/123-node Test Feeder)

Cyberattacks (e.g., ramping 
attacks, scaling attacks)

Cyberattacks (e.g., ramping 
attacks, scaling attacks)
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Labels of Cyberattack Templates
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Fig. 1. Flowchart of the developed cyberattack detection method.
A. Spatiotemporal Patterns Using Graph Laplacian

As an unsupervised machine learning method, graph learn-
ing techniques can quantitatively represent the spatiotemporal
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patterns [2]. Among them, the GGL can maintain all the edges
with positive weights and practically introduce additional
connectivity due to negative weights [3]. To estimate the
GGL matrix, the Lagrangian optimization problem can be
constituted as:

min L(Θ) = ‖Θ�H‖1 + ‖Θ�M‖1 − logdet (Θ) (1)

L (A) =

{
Θ ∈ L

∣∣∣∣ (Θ)ij ≤ 0 if (A)ij = 1

(Θ)ij = 0 if (A)ij = 0

}
∀i,j i6=j

(2)

where H is the regularization matrix and H = α (I− II).
I is an identity matrix. II is an all-ones matrix. α is the
regularization parameter. Θ is the estimated GGL matrix. L is
the target set of graph Laplacians. A is the similarity matrix.
� means the element-wise multiplication of two matrices. ‖·‖1
means the sum of absolute values of all elements (`1-norm).
logdet (·) means the natural logarithm of a determinant. M is
the Lagrange multiplier matrix.

B. Flexible BC for Cyberattack Detection
By using spatiotemporal patterns as inputs, conventional

naive BCs are usually handled by discretization and assume
that they follow a Gaussian distribution. However, this as-
sumption based on numerical attributes cannot hold for all
of the domains (or classes). Compared with naive BCs, the
developed flexible BC is based on the nonparametric kernel
estimation which does not require any normality assumption
and outperforms in most domains. Also, the flexible BC
can store every continuous attribute value it sees during the
training process.

Let f (x) be defined as an ideal probability density function
of one spatiotemporal pattern x of measurements assumed to
be tampered with cyberattacks, and let f̂(x) be an approx-
imate estimate of f (x) based on n samples of pattern x.
We assume that a kernel density estimation function f̂n (x)
can be perfectly used to fit the ideal function f (x) of one
spatiotemporal pattern x. That is to say, f̂n (x) is strongly
pointwise consistent if f̂n (x) → f (x) is guaranteed for all
samples of the spatiotemporal pattern x. This assumption can
be mathematically expressed by:

Pr
(
lim
n→∞

∣∣∣f̂n (x)− f (x)∣∣∣ < ε
)
= 1, ∀ε : ε > 0 (3)

where ε is the fitting error and can be set as any positive value
that is sufficiently small.

Let A be the variable denoting the template of a cyberattack
instance, and let X be a vector variable denoting the observed
spatiotemporal patterns. Also, let a represent a particular
cyberattack template, and let x represent a particular observed
spatiotemporal pattern vector. Given a particular spatiotem-
poral pattern (X = x), let the actual conditional distribution
of the cyberattack template (A = a) be Pr (A = a|X = x).
Then the flexible Bayes estimation P̂ r (A = a|X = x) is a
strongly consistent estimator of Pr (A = a|X = x). The Bayes
rule can simply be used to compute the probability of each
cyberattack template given the vector of observed values for
spatiotemporal patterns. Thus, the flexible BC’s objective is
given by:

argmax
a∈Λ

Pr

A=a|ΦS
1, · · · , ΦS

i , · · ·ΦS
NS︸ ︷︷ ︸

Spatial Patterns

, ΦT
1 , · · · , ΦT

j , · · ·ΦT
NT︸ ︷︷ ︸

Temporal Patterns


=

π (A = a)
∏

x∈Φ Pr (X = x|A = a)∑
a∈Λ π (A = a)

∏
x∈Φ Pr (X = x|A = a)

(4)
=⇒ argmax

a∈Λ
π (A = a)

∏
x∈Φ

Pr (X = x|A = a) (5)

where ΦS
i and ΦT

i represent the spatial and temporal patterns
estimated by GGL, respectively. NS is the number of mea-
surements in the spatial domain. NT is the number of time
windows. π (A = a) is the prior probability of the attack
template a. Pr(·) is the conditional probability function. Λ
represents the set of four cyberattack templates, i.e., scaling,
ramping, random, and smooth-curve attacks. The flexible BC’s
constraints are given by:

Pr (X = x|A = a) =
1

nh

n∑
k=1

G (x;µa,k, σa,k)

=
1

nh

n∑
k=1

1

σa,k
√
2π
e
− (

x−µa,k)
2

σ2
a,k

(6a)

Λ = {Scaling,Ramping,Random, Smooth} (6b)

Φ =
{

diag
(
ΘS) , diag

(
ΘT)}

=
{
ΦS
1, · · · , ΦS

i , · · ·ΦS
NS
, ΦT

1 , · · · , ΦT
j , · · ·ΦT

NT

} (6c)

ΦS
i ∈ diag

(
ΘS) , ΦT

j ∈ diag
(
ΘT) , x ∈ Φ (6d)

where k ranges over the training points of attribute X in
cyberattack A. G (·) is the Gaussian kernel function. Eq. (6a)
shows the continuous attribute estimated by kernel smoothing
density functions. Eq. (6b) denotes the set of four cyberattack
templates that are inspired by [4]. Eq. (6c) and (6d) show
the set of spatiotemporal patterns obtained by the diagonal of
GGL matrix Θ. h is the bandwidth that can be selected by
the mean integrated squared error (MISE) function, given by:

MISE (h) = E

[∫ (
P̂ rh (X|A)− Pr (X|A)

)2
dx
]

(7)

C. Evaluation Metrics

1) Metric I: TPR is defined as the percentage of the num-
ber (TP ) of detected cyberattacks that are actually observed
in the real system measurements over the total number (NA)
of cyberattacks, given by:

TPR = TP/NA × 100% (8)

2) Metric II: Based on the contingency table, a suite of
indicators can be derived for the performance evaluation of
cyberattack detection, including the probability of detection
(POD), critical success index (CSI), frequency bias score
(FBIAS), and success ratio (SR). Detailed information of
these indicators can be found in [5].

III. CASE STUDIES AND RESULTS

The raw load data is obtained from the Pecan Street Data-
port [6]. 80% of the measurement data in a whole year (292
days) is used for training with 28,032 samples, while 20% of
those (73 days) is used for testing with 7,008 samples. Four
cyberattack templates are simulated on each node connected
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(b) Temporal patterns with QCFDI
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(c) Spatial patterns with SCFDI
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(d) Temporal patterns with SCFDI
Fig. 2. Robustness analysis of spatiotemporal patterns using GGL against
ambient noises.

with load, including scaling, ramping, random, and smooth-
curve attacks. Detailed information of cyberattack templates
is described in Appendix A. Two distribution systems with 13
and 123 buses are simulated using OpenDSS [7]. Active and
reactive power data in distribution systems is assumed to be
vulnerable under cyberattack scenarios.

A. Robustness of Spatiotemporal Patterns Representation

To verify the robustness of spatiotemporal patterns recog-
nized by GGL, Fig. 2 shows the results with different ambient
noises on system measurements. Figs. 2a and 2b are with
quickly changing false data injection (QCFDI) attacks. Fig. 2a
shows an example of spatial patterns with cyberattacks preset
on Node 675 Phase c. Fig. 2b presents an example of temporal
patterns with cyberattacks preset from 8 hour to 14 hour. As
can be seen, the GGL can accurately capture both spatial and
temporal patterns when QCFDI attacks occur. Also, the results
are robust for different ambient noises. Figs. 2c and 2d are
with slowly changing false data injection (SCFDI) attacks. The
slow change amplitude of SCFDI attacks is set as 10% of that
of QCFDI attacks. Similarly, the GGL can accurately capture
both spatial and temporal patterns when SCFDI attacks occur.
Also, the results are robust for different ambient noises.

B. Effectiveness Analysis of Flexible BCs

Fig. 3 compares Support Vector Machine (SVM) [8], naive
BCs, and flexible BCs using the visualized performance di-
agram on the IEEE 13-node test feeder. Four representative
nodes are deployed for comparison. Fig. 4 shows the visualized
performance diagram on the IEEE 123-node test feeder. Eight
representative nodes are deployed for comparison. As can
be seen, for different system nodes, the flexible BC method
(rectangles closest to the top right corner) performs better
than SVM and the naive BC method (circles and triangles).
In addition, it can be observed that smooth-curve attacks are
relatively challenging to detect for all methods. This is because
they are very secretive while presenting a smooth trending
together with neighboring measurements at both the beginning
and the end of one attack. Fig. 5 compares SVM, naive BC,
and flexible BC methods with respect to different scaling
attack parameters (λS=0.2, 0.5, and 1.0). The TPR metric is
used for validation. As shown in this figure, for all parameters,
flexible BCs perform better than both SVM and naive BCs

TABLE I
COMPARISON OF DIFFERENT DETECTION METHODS FOR CYBERATTACKS

Methods Flexible
BC

Naive
BC SVM Decision

Tree

TPR [%] 98.75 95.46 96.38 95.26

with higher TPR values. Also, TPR values are increased
with scaling attack parameters (from 0.2 to 1.0).

To quantitatively evaluate the performance of the developed
method, Table I compares different detection methods for
cyberattacks in the IEEE 123-node test feeder. As can be seen,
the flexible BC shows the largest TPR metric compared with
the naive BC, SVM, and decision tree methods. This is because
the flexible BC does not require any normality assumption and
can store every continuous attribute value it sees during the
training process.

IV. DISCUSSION AND ANALYSIS

Spatiotemporal patterns of measurements have been widely
used in the areas of renewable forecasting and plug-in electric
vehicles (PEVs) in recent years. Inspired by this background,
deploying spatiotemporal patterns for cyberattack detection
has a broad prospect by coordinating with machine learning
techniques. Complex distribution networks can be defined as
a graphical model where variables are associated with highly
nonlinear target functions, and complex spatial and temporal
relationships exist among such variables even for cyberattacks.
Since distribution systems are running based on complicated
physical laws and rules, describing the spatiotemporal pat-
terns by machine learning paves a way for mapping such
relationships that could be significantly compromised by the
injected cyberattacks. For the future work of this letter, deep
learning techniques will be further involved. That is to say,
the spatiotemporal patterns will be mapped to a linear space
by using the Long Short-term Memory (LSTM) network to
improve the potential detection accuracy for cyberattacks.

V. CONCLUSION

In this letter, we develop a flexible machine learning based
cyberattack detection method by using the generalized graph
Laplacian (GGL) and flexible Bayes classifiers (BCs). Spa-
tiotemporal patterns are quantitatively characterized by GGL,
which could be compromised when cyberattacks occur. The
flexible BCs are used for training spatiotemporal patterns
of system measurements and detecting cyberattacks online.
Numerical results of case studies verify the effectiveness of
the developed cyberattack detection method based on machine
learning techniques.

APPENDIX A
TEMPLATES OF CYBERATTACKS

In this letter, we are not aiming to develop new adver-
sary models of cyberattack templates. Inspired by existing
adversary models for attacking automatic generation control
(AGC) [9], we assume that attackers with advanced skills
could migrate these adversary models to those on micro-
PMU measurements in distribution systems. The cyberattack
templates can be divided into four categories: scaling, ramping,
random, and smooth-curve, which are briefly described as
follows. Note that this letter does not aim to develop new
templates for cyberattacks.
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(b) Ramping attack
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Fig. 3. Performance diagram of contingency table for different methods on the IEEE 13-node test feeder.
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(d) Smooth-curve attack
Fig. 4. Performance diagram of contingency table for different methods on the IEEE 123-node test feeder.
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A. Scaling Attack

Scaling attacks involve modifying the values in a specified
duration multiplied by a scaling attack parameter λS:

m̃t = (1 + λS)×mt, ∀t : ts < t < te (9)

where ts and te represent the start- and end-time of one
cyberattack, respectively. mt is the original measurement
without any cyberattacks. m̃t is the measurement tampered
with cyberattacks.

B. Ramping Attack

Ramping attack considers both up- and down-ramping
anomalies. This attack is more challenging to detect for
operators. The values in the specified range are multiplied by
a ramping coefficient λR.
m̃t=[1 + λR × (t− ts)]×mt, ∀t : ts < t < b ts + te

2
c (10)

m̃t = [1 + λR × (te − t)]×mt, ∀t : b
ts + te

2
c < t < te (11)

where b·c indicates the floored value which is used to present
the approximate intermediate point between ts an te.

C. Random Attack

This attack involves the addition of values returned by a
uniform random function to measurements.

m̃t = mt + λRA × rand (t) , ∀t : ts < t < te (12)

where rand (·) is a uniformly distributed random number
generator that can be achieved by a built-in function in
MATLAB. λRA is a scale factor. The start- and end-time of
one random attack is assumed to be randomly set by attackers.

D. Smooth-Curve Attack

Smooth-curve attacks are implemented by replacing the set
of contiguous start and end points in the original measure-
ments. In this letter, a polynomial fitting is used to generate
a smooth curve and replace the original measurements with
neighboring points.
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