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Abstract—This paper presents a child activity recognition approach using a single 3-axis accelerometer and a barometric pressure sensor worn on a waist of the body to prevent child accidents such as unintentional injuries at home. Labeled accelerometer data are collected from children of both sexes up to the age of 16 to 29 months. To recognize daily activities, mean, standard deviation, and slope of time-domain features are calculated over sliding windows. In addition, the FFT analysis is adopted to extract frequency-domain features of the aggregated data, and then energy and correlation of acceleration data are calculated. Child activities are classified into 11 daily activities which are wiggling, rolling, standing still, standing up, sitting down, walking, toddling, crawling, climbing up, climbing down, and stopping. The overall accuracy of activity recognition was 98.43% using only a single-wearable triaxial accelerometer sensor and a barometric pressure sensor with a support vector machine.
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I. INTRODUCTION

As BABIES usually start walking between 9 and 16 months, they are at risk of falling from furniture or stairs. As toddlers learn to climb, they are at risk of falling from windows and beds. Falls are a frequent cause of injury in children. Accident and emergency departments and outpatient surveillance systems show that falls are one of the most common mechanisms of injuries that require medical care, and the most common nonfatal injury that at times needs hospitalisation. In children younger than four years of age, most fall-related injuries occur at home. Thus, a new safety management method for children is required to prevent child home accidents. Since the major causes of fall-related injuries change as a child grows and develops, fall prevention needs to be addressed. One of the most challenging issues in this context is to classify daily activities of children into safe and dangerous activities.

Although numerous approaches [1]–[3] have proposed various activity recognition methods, human activity recognition is one of the challenging issues in terms of accurate recognition. In general, a pervasive safety management system aims to reduce risk factors of injuries to prevent accidents by using smart sensors. Multisensor fusion has been applied to daily life monitoring for elderly people and children at home [4], [5]. This approach trained using manually annotated data and applied for activity recognition. Zhu et al. [6] also suggested human activity recognition by fusing two wearable inertial sensors attached to one foot and the waist of a human subject, respectively. The use of multiple sensors has been shown to improve the robustness of the classification systems and enhance the reliability of the high-level decision making. On the other hand, a waist-worn sensor could fail to detect activities involving head motion, body tilt, and hand motion. In addition to that and for the purpose of minimizing the number of sensors worn, it is important to know the capability of a certain position to classify a set of activities.

Recently, Atallah et al. [7] investigated the effects of sensor position and feature selection on activity classification tasks using accelerometers. Accelerometers are not only the most broadly used sensors to recognize ambulation activities such as walking and running, but also inexpensive, require relatively low power, and are embedded in most of cellular phones. Their study concluded that optimal sensor positions depend on the activities being performed by the subject. Other important factors to consider, especially if the system is designed for long and continuous use, are how comfortable it is to wear and how easy it is to put on. Frequently, accuracy must be compromised for ease of use and comfort, due to a reduction in number of sensors. The optimal system configuration is, therefore, difficult to evaluate. It depends not only on the accuracy of the system but also on other practical aspects. In our study, for children under three years of age, the waist-worn sensor is put in a diaper to minimize uncomfortableness during physical activity and to measure body motions such as climbing up and climbing down than head, hand, and leg motions.

We have developed a wearable sensor device and a monitoring application to collect information and to recognize baby activities. We classified baby activities into 11 daily activities which are wiggling, rolling, standing still, standing up, sitting down, walking, toddling, crawling, climbing up, climbing down, and stopping. Multiple sensors embedded in a wearable device...
are more accurate for collecting different types of sensing information [8], but would be very inconvenient for users. For this reason, we present only one single unit of sensor nodes, which collects multiple types of information.

The nature of information interaction involved in sensor fusion can be classified as competitive, complementary, and cooperative fusion [9]–[11]. In competitive fusion, each sensor provides equivalent information about the process being monitored. In complementary fusion, sensors do not depend on each other directly, as each sensor captures different aspects of the physical process. The measured information is merged to form a more complete picture of the phenomenon. Cooperative fusion of the two sensors enables recognition of the activity that could not be detected by each single sensor. Due to the compounding effect, the accuracy and reliability of cooperative fusion is sensitive to inaccuracies in all simple sensor components used. In this paper, we select the cooperative fusion model to combine information from sensors to capture data with improved reliability, precision, fault tolerance, and reasoning power to a degree that is beyond the capacity of each sensor.

The main contributions of this paper over the earlier previous work are 1) to extend the method to work with arbitrary every day activities not just walking by improving the feature selection and recognition procedure; 2) to perform evaluation on a large (50 h) dataset recorded from real life activities; 3) to have studied ten divers subjects: 16, 17, 20, 25, 27 months-old baby boys and 21, 23, 24, 26, 29 months-old girls; and 4) to employ a barometric pressure sensor for improving upon the previous algorithms. The proposed method classified daily physical activity of children by a diaper worn on each further step. After preprocessing the sensors signals, it is necessary to choose the adequate features which we take as time-domain and frequency-domain features.

II. METHODS

A. Sensor Device

In order to recognize daily activities, we adopt multiple sensors, as shown in Table I, as follows: 1) a 3-axis accelerometer measures the movement; 2) an absolute pressure sensor measures absolute pressure enabling a measurement of a distance between the ground and the wearable sensor device; 3) a radio-frequency identification (RFID) (SkyeModule M1-mini) is selected to read/write tags and smart labels, which has compatibility with most industry standard 13.56 MHz.

We used the SCA3000 that is a 3-axis accelerometer for applications requiring high performance with low power consumption. It consists of three signal-processing channels where it is low-pass filtered and communicates with the processing layer based on SPI bus that is a full duplex synchronous 4-wire serial interface. We also used the SCP1000 as a pressure sensor that measures absolute pressure to measure distance between the ground and the sensor. The pressure and temperature output data are calibrated and compensated internally. The sensor communicates with the processing layer through an SPI bus. The SkyeModule M1-mini has a read/write distance that is typically greater than or equal to two inches for an ISO15693 RFID inlay. The sensor allows us to recognize objects and space that may cause dangerous situations. Finally, we developed the prototype wearable sensor device (size of 65mm × 25 mm) including the dual-core processor and sensors as shown in Fig. 1.

Fig. 1. Prototype of the wearable sensor device and the RFID tag. (a) Wearable sensor device. (b) Device and the RFID tag.

B. System Architecture

The proposed system consists of four main components: 1) the wearable sensor node to measure movement and height from the ground by using a 3-axis accelerometer and a pressure sensor; 2) the wireless receiver to receive the measured data over Nordic wireless protocol and transmit it to PC over USB connection; 3) the activity monitor and analyzer working on the PC to aggregate the measured raw data and to analyze behavioral characteristics using features and classifiers; and 4) the speaker to broadcast emergency alerts to their parents or a guardian.

The proposed activity recognition method using a 3-axis accelerometer and a pressure sensor comprises the following three steps: 1) collecting and preprocessing the sensor data from an accelerometer; 2) extracting features; and 3) training and classification. In order to process, we have to remove the noise with a moving-average filter because errors made in the early steps may increase the classification error and the uncertainty on each further step. After preprocessing the sensors signals, it is necessary to choose the adequate features which we take as time-domain and frequency-domain features.

### TABLE I

<table>
<thead>
<tr>
<th>Type</th>
<th>Sensor</th>
<th>Value</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space</td>
<td>RFID</td>
<td>ID</td>
<td>Location (e.g. living room, dining room)</td>
</tr>
<tr>
<td>Object</td>
<td>RFID</td>
<td>ID</td>
<td>Object Name (e.g. electric socket)</td>
</tr>
<tr>
<td>Activity</td>
<td>3-axis accelerometer</td>
<td>[-2g, +2g]</td>
<td>Activity (e.g. toddling, standing)</td>
</tr>
<tr>
<td>Height</td>
<td>Absolute pressure sensor</td>
<td>[30kPa, 129kPa]</td>
<td>Height from the ground</td>
</tr>
<tr>
<td>Temperature</td>
<td>Temperature sensor</td>
<td>[-40°C, 125°C]</td>
<td>Ambient temperature</td>
</tr>
</tbody>
</table>
C. Feature Extraction

Let $X$, $Y$, and $Z$ denote the infinite data stream of measured acceleration values of the three space dimensions

$$X = (x_1, x_2, \ldots), \quad Y = (y_1, y_2, \ldots), \quad Z = (z_1, z_2, \ldots).$$

(1)

The corresponding data stream $M$ of the magnitude is defined as

$$M = (m_1, m_2, \ldots)$$

where $m_i = \sqrt{x_i^2 + y_i^2 + z_i^2}$.  

(2)

The magnitude of the force vector is calculated by combining the measurements from all three axes using (2) to derive acceleration independent of orientation. A sliding window of the size $n$ is pushed through the values of the incoming data stream with a specified offset. Suppose that $X' = (x_1', \ldots, x_n')$ refers to the acceleration signals in the direction of the $x$-axis observed in the sliding window at a certain time. $Y'$, $Z'$, and $M'$ are defined analogously.

To extract features of the experimental data, we set the window size to 256 and sample overlapping between consecutive windows to 128 at 95 Hz sampling frequency. The window size represents the time duration of the accelerometer data that is needed to distinguish an activity. When the size is fixed, with small window size, the decision is made with the information within short time duration and the features may be insufficient to describe an activity. On the contrary, with large size, the decision is made with large amount of features over long time duration and with limited training data, it may cause overfitting problems. So, there should be a suitable window length that could achieve the best tradeoff. To choose the best window size, we evaluated the window size from 32, 64, 128, 256, and 512 samples. We found out that the precision achieves the peak 95% when the window size is 256 samples. When the window size is smaller or larger, the precision decreases. Thus, the windows used for feature extraction were selected to be 256 samples (2.7 s) in our study.

1) Noise Reduction: The obtained time series signal consists of lots of noise caused by unnecessary movement. The effect of the jittering noise can be reduced by scaling down $(x', y', z')$ readings, followed by a smoothing technique using a moving-average filter $mv$-filter of span $L$, as follows:

$$(x''', y''', z''') = mv$-filter$((x', y', z'), L).$$

(3)

The moving-average filter smoothes data by replacing each data with the average of the neighboring data defined within $L$. The moving-average filter operates by averaging a number of points from the input signal to produce each point in the output signal. It can be seen that the proposed smoothing technique greatly removes the jittering noise and smooths out data by more significant standard deviation reduction than mean reduction.

The smoothing action of the moving average filter decreases the amplitude of the random noise, but also reduces the sharpness of the edges. The moving average produces the lowest noise for a given edge sharpness. The amount of noise reduction is equal to the square-root of the number of points in the average. The smoothing parameters can be interactively tuned by experience with a tradeoff between smoothing and sharpness preserving. In order to determine the optimal size of the moving filter window, three series of the input signals were smoothed by the moving average filter using span parameter 3, 5, and 9, respectively. From empirical observation, the five-point averaging was found to be optimal.

2) Time-Domain Feature: The gravity component is estimated from each segment of $(x', y', z')$ readings. Our estimation interval is set to the same as sample duration, which is to estimate the vertical acceleration vector $\mathbf{v}_{\text{norm}}$ corresponding to gravity as $\bar{v} = (\bar{m}x', \bar{m}y', \bar{m}z')$, where $\bar{m}x'$, $\bar{m}y'$, and $\bar{m}z'$ are averages of all the measurements on those respective axes for the sampling interval. Let $\bar{a}_i = (x'_i, y'_i, z'_i), i = 1, 2, \ldots, N$, be the vector at a given point in the sampling interval, where $N$ is the length of sample points in the sample duration. The projection of $\bar{a}_i$ onto the vertical axis $\mathbf{v}_{\text{norm}}$ can be computed as the vertical component inside $\bar{a}_i$. Let $p_i^{\text{in}}$ be the inner product and $\bar{p}_i$ be the projection vector, as follows:

$$p_i^{\text{in}} = \bar{a}_i \cdot \mathbf{v}_{\text{norm}}, \quad \bar{p}_i = p_i^{\text{in}} \cdot \mathbf{v}_{\text{norm}}.$$  

(4)

Then the horizontal component $\bar{h}_i$ of the acceleration vector $\bar{a}_i$ can be computed as vector subtraction, as follows:

$$\bar{h}_i = \bar{a}_i - \bar{p}_i.$$  

(5)

However, it is impossible to know the direction of $\bar{h}_i$ relative to the horizontal axis in global 3-axis coordinate system. We only know $\bar{h}_i$ lies in the horizontal plane that is orthogonal to estimated gravity vector $\bar{v}$. So, we simply take the magnitude of $\bar{h}_i$, denoted by $\|\bar{h}_i\|$, as a measure of horizontal movement. The results of the aforementioned algorithm generate two waveforms of $\{p_i^{\text{in}}, i = 1, 2, \ldots, N\}$ and $\{\|\bar{h}_i\|, i = 1, 2, \ldots, N\}$, which are amplitude of the vertical components and magnitude of the horizontal components, respectively. Each waveform is almost independent of orientation taking instant accelerometer samples. We mainly considered features including mean and standard deviation as Bao and Intille [8] and Ravi et al. [12] selected. Features were extracted from each of the three axes of the accelerometer as well as the vertical and the horizontal components, giving a total of nineteen attributes. Standard deviation was used to capture the range of possible acceleration for different activities such as walking and crawling.

Table II shows statistics of an accelerometer in walking, crawling, climbing up, and climbing down. With respect to the smoothed accelerometer data and vertical components, standard deviation of walking is greater than that of crawling. The feature characteristics of standard deviation of climbing up are very similar to that of climbing down. In other words, it is difficult to discriminate between climbing up and climbing down based

<table>
<thead>
<tr>
<th>Activity</th>
<th>$\sigma_{x'}$</th>
<th>$\sigma_{y'}$</th>
<th>$\sigma_{z'}$</th>
<th>$\sigma_V$</th>
<th>$\sigma_H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walking</td>
<td>18.63</td>
<td>18.55</td>
<td>12.17</td>
<td>20.42</td>
<td>6.43</td>
</tr>
<tr>
<td>Crawling</td>
<td>8.34</td>
<td>5.81</td>
<td>5.33</td>
<td>11.01</td>
<td>4.47</td>
</tr>
<tr>
<td>Climbing up</td>
<td>50.63</td>
<td>37.66</td>
<td>19.42</td>
<td>45.03</td>
<td>7.46</td>
</tr>
<tr>
<td>Climbing down</td>
<td>56.93</td>
<td>32.99</td>
<td>18.15</td>
<td>45.24</td>
<td>7.76</td>
</tr>
</tbody>
</table>
on standard deviation features. In this paper, the slope mapping method is used to detect whether there is apparent fluctuation in the data series. We considered a simplified trunk tilt data series \( i = 1 \) to \( n \). The slope filter is used to calculate the gradient over a specified window size. The apparent changes of slopes are investigated in vertical acceleration component. The slope \( s_i \) between two neighboring data window \( i \) and \( i + 1 \) is calculated and a segment slope series \( S \) with \( n - 1 \) data window is obtained from the original \( n \)-point data series.

Fig. 2 shows examples of the vertical and horizontal acceleration components of climbing up, climbing down, standing up, and sitting down. For the climbing down case in this figure, it is observed that the maximum acceleration peak occurs prior to its minimum peak and vice versa for climbing up. This pattern exists in all samples collected in the test. Therefore, the rule is to compare the order of occurrences of those two peaks. If the maximum peak occurs prior to the minimum peak, this event could be a climbing down activity. On the contrary, if the occurrence of the maximum peak falls behind the minimum peak, the event could be a climbing up activity. Furthermore, the time interval (or peak distance) between the maximum peak and the minimum peak is considered. The time interval rule is applied for classification between standing up and sitting down activities. The sitting down activity produces shorter peak distance while the standing up activity produces longer peak distance. For example, the patterns of standing up and sitting down have the peak distances in 109 and 24, respectively.

3) Frequency-Domain Feature: We computed the frequency-domain feature of 3-axis acceleration data as well as the vertical and horizontal components. The periodicity in the data is reflected in the frequency domain. We mainly referred to successful feature extraction [8], [12], [13] based on efficient fast Fourier transform (FFT).

To capture data periodicity, the energy feature was calculated. Energy \( E \) is the sum of the squared discrete FFT component magnitudes of the signal. The sum is divided by the window length \( w \) for normalization. If \( x_1, x_2, \ldots \) are the FFT components of the window, then \( E \) is calculated by

\[
E = \frac{\sum_{i=1}^{w} |x_i|^2}{w}. 
\]

(6)

We analyzed correlation coefficient between vertical and horizontal components for activities. In the case of rolling, mean and standard deviations of correlation coefficient are 0.41 and 0.13. The correlation coefficient of rolling is higher than that of other activities. In other words, the positive values of correlation coefficient indicate a stronger degree of linear relationship between vertical and horizontal variables such that as values for vertical component increases, values for horizontal component also increase.

4) Elevation Feature: The pressure sensor is used for the determination of elevation. The air pressure sensor measures the atmospheric air pressure with a resolution of 1.5 Pa, which corresponds to about 10 cm at sea level. The data obtained from the pressure sensor needs to be normalized when both indoor and outdoor activity are analyzed. However, we limited the experiment to indoor activities. The elevation data obtained from the pressure sensor are useful to detect climbing up and climbing down events. We configured pressure data of the ground as a reference value, and then the height was calculated by using

\[
\rho_{x,y} = \text{corr}(x,y) = \frac{\text{cov}(x,y)}{\sigma_x \sigma_y}. 
\]

(7)
the difference between the reference and measured value. Possible pressure values ranged from 1 to 7 for climbing up and climbing down, whereas standing up and sitting down activities lies within the range of 1–5. Using this range as our region of interest, we focus on classification of climbing up and down.

D. Activity Recognition

After the feature extraction is completed, a classification procedure separates the child’s activities from all other primitive features. The activity recognition algorithm should be able to recognize the accelerometer signal pattern corresponding to every activity.

1) Classification Method Using Accelerometer Data: We formulate activity recognition as a classification problem where classes correspond to activities and a test data instance is a set of acceleration values collected over a time interval and post-processed into a single instance of mean, standard deviation, energy, and correlation. In previous work to recognize activities, decision tree (DT) [14], decision tree (J48) [15], support vector machine (SVM) [16], [17], and nearest neighbors [18], and Naive Bayes (NB) [19], classifiers were tested for activity recognition using the feature vector. Decision-based approaches [20], have been used in past work to recognize activities. NB is a computationally efficient algorithm that has been used for pattern classification in a variety of applications.

In this paper, we evaluated the performance of NB, Bayes Net (BN), SVM, k-nearest neighbor (k-NN), DT, J48, multilayer perceptron (MLP), and logistic regression classifiers, available in the Weka toolkit [21]. The DT learning method is one of the most widely used and practical techniques for inductive inference. The constructed tree first performs a binary split on the most salient feature (e.g., the X-axis acceleration energy from the sensor), dividing into two branches, then recursively constructs trees for each branch. The predictive values (e.g., walking, crawling, etc.) are assigned to the resulting leaves. To avoid overfitting to the data, which occurs after many tree subdivisions, since each leaf then represents only a small number of samples, the tree is pruned. The DT classifier detects errors in classification of the training samples, as well as to errors in the attribute values of the samples, which provides a good balance between accuracy and computational complexity.

2) Classification Method Using Elevation Data: The pressure sensor signal is low-pass filtered using Butterworth filter and upsampled using linear interpolation to the sampling rate of 95 Hz. The resulting signal is used to calculate the differential pressure parameter ($\Delta P[k]$). The $k$th sample of $\Delta P$ signal is obtained considering the average pressure during $T_w$ (we set to 2 s) before and $T_w$ after each sample (overlapping the windows)

$$\Delta P[k] = \frac{T_w}{T_r} \left( \sum_{i=k}^{k+\frac{T_r}{2}} p[i] - \sum_{i=k-\frac{T_r}{2}}^{k} p[i] \right) \quad (8)$$

where $p[i]$ is the $i$th sample of the barometric signal and $T_r$ is the sampling period. The $\Delta P$ signal is then normalized by dividing by the height of the subject.

If the thresholding of $\Delta P$ indicates that the device altitude has significantly changed, the event is classified as standing up, sitting down, climbing up, and climbing down. If the system recognizes that no pressure change has occurred during $T$th interval, then the classification is upgraded to nonmoving status. If the system recognizes that the device altitude is significantly changed, even without detecting an activity-based acceleration data, but the $\Delta P$ exceeds a high threshold $\Delta P$th, the event is classified as standing up, sitting down, climbing up, and climbing down.

III. Results

A. Experimental Setup

Ten families were volunteered to conduct the experiment in 32.98 m² living room and 16.44 m² kitchen. In a controlled laboratory setting, all data were collected from ten babies who are 16, 17, 20, 25, 27 months-old baby boys and 21, 23, 24, 26, and 29 months-old baby girls. We recorded the experiments as videos that are synchronized with the monitoring application, and then annotated the raw data by comparing with the video. A supporter who observed the experiments annotates raw data by clicking buttons or typing name of the activities through the monitoring application. All experiments were performed in a real home environment consisting of one wearable sensor device for the child and the monitoring application operated on a laptop computer.

Baby boys wiggled more than baby girls. They squirmed more and get restless on the floor, and crawl over longer distances. While the average boy did not move around much more than the typical girl, the most active children were almost always boys, and the least active children were girls. Based on 2003–2006 NHANES data [22], the average height between two and three years old children is set to 94.725 cm. Also, the chest height is set to 94.725-3/4 cm. From empirical observation, we assume that 70 cm is set to the height from the ground where children can climb up themselves.

B. Experimental Results

There were total 1538 samples collected from one baby as training data. The other samples collected from ten babies were used as a test dataset. We evaluated and compared several classifiers as mentioned in Section II-D1. Ten-fold cross validation was also used for testing. Different feature subsets are listed in Table III. From the accuracy results, mean and standard deviation features contained more motion information than $M$ features because vertical and horizontal features can detect

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>NB</th>
<th>BN</th>
<th>SVM</th>
<th>J48</th>
<th>Logistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>12.4%</td>
<td>50.1%</td>
<td>7.1%</td>
<td>48.4%</td>
<td>4.6%</td>
</tr>
<tr>
<td>mean</td>
<td>24.2%</td>
<td>62.3%</td>
<td>28.7%</td>
<td>63.5%</td>
<td>29.5%</td>
</tr>
<tr>
<td>std</td>
<td>41%</td>
<td>49.9%</td>
<td>26.6%</td>
<td>54.8%</td>
<td>38.6%</td>
</tr>
<tr>
<td>mean, std</td>
<td>40.3%</td>
<td>68.6%</td>
<td>49.6%</td>
<td>77.9%</td>
<td>55.6%</td>
</tr>
<tr>
<td>mean, std, s, E, $\rho$</td>
<td>70.6%</td>
<td>83.8%</td>
<td>82.5%</td>
<td>87.9%</td>
<td>85.1%</td>
</tr>
<tr>
<td>All</td>
<td>73%</td>
<td>84.8%</td>
<td>86.2%</td>
<td>88.3%</td>
<td>86.9%</td>
</tr>
</tbody>
</table>

TABLE III

Feature subsets and recognition accuracy.
movement better than $M$ features. Most classifiers using all features can better distinguish activities than that of using only time-domain features. Although Logistic achieved high-recognition accuracy, these classifiers took 158.35 s to build a model. We analyzed precision and computational time of an SVM depending on complexity parameters. The SVM achieved high-recognition accuracy when complexity parameter was 10 000. However, the classifier took 170.72 s to build a model. BN and DT were found to achieve high-recognition accuracy with acceptable computational complexity. They are computationally efficient, and their performance is suitable for real-time recognition.

Table IV shows that we achieved high levels of accuracy in most cases. For most common activities, we generally achieved accuracies above 90% except NB. The classification between walking and toddling activities is more difficult than the classification between other activities. This can be partially explained by the similarity of these two activities and the basic characteristics of child activities such as unintended moving. Two activities may be considered the same activity in point of view, and can be considered only for moving detection. However, in this paper, two activities are classified by the horizontal energy, and can be considered only for moving detection. However, in this paper, two activities are classified by the horizontal energy, consequently, we achieved accuracies above 90% based on the BN, SVM, J48, and MLP classifiers.

Crawling appears easier to identify than walking, which seems to make sense, since crawling involves more horizontal changes in acceleration. It appears much more difficult to identify climbing up and climbing down activities because those two similar activities are often confused with one another. Our results indicate that none of the eight learning algorithms consistently performs best, but the logistic regression classifier does perform best overall.

The most important activities to analyze are the climbing up and climbing down activities. The confusion matrices indicate that many of the prediction errors are due to confusion between these two activities. If we focus on the results for the DT model, when they are climbing up and climbing down, the most common incorrect classification occurs when we predict climbing down and climbing up, which accounts for a decrease in accuracy of 19.5% and 22.9%, respectively. On the other hand, using air pressure data, the activities of standing up, sitting down, climbing up, and climbing down have been recognized with more than 99% of accuracy as shown in Table IV. Such high accuracy is required for building safety applications based on for instance, falling, and climbing up detection.

### IV. Conclusion

This paper has presented the activity recognition method for children using only a triaxial accelerometer and a barometric pressure sensor. Time-domain and frequency-domain features are extracted for categorizing body postures such as standing still and wiggling as well as locomotion such as toddling and crawling. To improve the performance of the child activity recognition method, six features including magnitude, mean, standard deviation, slope, energy, and correlation are extracted from the preprocessed signals. Multiple feature sets are compared to find an optimized classification method, and showed how well they performed on a body.

The average overall accuracies of the SVM and DT are 86.2% and 88.3%, respectively, with acceptable computational complexity using only a wearable triaxial accelerometer sensor. In addition, the average overall accuracies of the SVM and DT are 98.43% and 96.3%, respectively, with acceptable computational complexity using a wearable triaxial accelerometer and a barometric pressure sensor. Our proposed method including the pressure information demonstrated an improved performance in detecting climbing up and down activities. Results showed that using a barometric pressure sensor could reduce the incidence of false alarms. The early warning system will give the parents enough time to save their babies, and, thus, minimize any instances of falling accidents or sudden infant death syndrome.
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