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Abstract—In this paper, novel circuits for XOR/XNOR and simultaneous XOR–XNOR functions are proposed. The proposed circuits are highly optimized in terms of the power consumption and delay, which are due to low output capacitance and low short-circuit power dissipation. We also propose six new hybrid 1-bit full-adder (FA) circuits based on the novel full-swing XOR–XNOR or XOR/XNOR gates. Each of the proposed circuits has its own merits in terms of speed, power consumption, power-delay product (PDP), driving ability, and so on. To investigate the performance of the proposed designs, extensive HSPICE and Cadence Virtuoso simulations are performed. The simulation results, based on the 65-nm CMOS process technology model, indicate that the proposed designs have superior speed and power against other FA designs. A new transistor sizing method is presented to optimize the PDP of the circuits. In the proposed method, the numerical computation particle swarm optimization algorithm is used to achieve the desired value for optimum PDP with fewer iterations. The proposed circuits are investigated in terms of variations of the supply and threshold voltages, output capacitance, input noise immunity, and the size of transistors.

Index Terms—Full adder (FA), noise, particle swarm optimization (PSO), transistor sizing method, XOR–XNOR.

I. INTRODUCTION

Today, ubiquitous electronic systems are an inseparable part of everyday life. Digital circuits, e.g., microprocessors, digital communication devices, and digital signal processors, comprise a large part of electronic systems. As the scale of integration increases, the usability of circuits is restricted by the augmenting amounts of power [1] and area consumption. Therefore, with the growing popularity and demand for the battery-operated portable devices such as mobile phones, tablets, and laptops, the designers try to reduce power consumption and area of such systems while preserving their speed.

Optimizing the W/L ratio of transistors is one approach to decrease the power-delay product (PDP) of the circuit while preventing the problems resulted from reducing the supply voltage [2].

The efficiency of many digital applications appertains to the performance of the arithmetic circuits, such as adders, multipliers, and dividers. Due to the fundamental role of addition in all the arithmetic operations, many efforts have been made to explore efficient adder structures, e.g., carry select, carry skip, conditional sum, and carry look-ahead adders. Full adder (FA) as the fundamental block of these structures is at the center of attention [3]–[5].

Based on the output voltage level, FA circuits can be divided into full-swing and nonfull-swing categories. Standard CMOS [2], [6], complementary pass-transistor logic (CPL) [7], [8], transmission gate (TG) [9]–[11], transmission function [2], [10], [12], 14T (14 transistors) [7], [13], 16T [10], [12], [14], [15], and hybrid pass logic with static CMOS output drive full adder (HPSC) [3], [12], [16]–[20] FAs are the most important full-swing families. Nonfull-swing category comprises of 10T [4], 9T [21], and 8T [22].

In this paper, we evaluate several circuits for the XOR or XNOR (XOR/XNOR) and simultaneous XOR and XNOR (XOR–XNOR) gates and offer new circuits for each of them. Also, we try to remove the problems existing in the investigated circuits. Afterward, with these new XOR/XNOR and XOR–XNOR circuits, we propose six new FA structures.

The rest of this paper is organized as follows. In Section II, the circuits for XOR/XNOR and simultaneous XOR–XNOR are reviewed. In Section III, novel XOR/XNOR and XOR–XNOR circuits are proposed and the simulation results of these structures are presented. Furthermore, based on the introduced XOR/XNOR and XOR–XNOR gates, six new FA circuits are proposed and advantages and disadvantages of them are investigated. In Section IV, the transistor sizing methods are first investigated, and then by providing an appropriate method for transistor sizing, the circuits are simulated for power, delay, and PDP parameters. The simulation results are analyzed and compared in Section V. Section VI concludes this paper.

II. REVIEW OF XOR AND XNOR GATES

A. XOR–XNOR Circuits

Hybrid FAs are made of two modules, including 2-input XOR/XNOR (or simultaneous XOR–XNOR) gate and 2-to-1 multiplexer (2-1-MUX) gate [3]. The XOR/XNOR gate is the major consumer of power in the FA cell. Therefore, the power consumption of the FA cell can be reduced by optimum designing of the XOR/XNOR gate. The XOR/XNOR gate has also many applications in digital circuits design. Many circuits have been proposed to implement XOR/XNOR gate [11], [12], [16], [24], which a few examples of the most efficient ones are shown in Fig. 1.

Fig. 1(a) shows the full-swing XOR/XNOR gate circuit [16] designed by double pass-transistor logic (DPL) style.
This structure has eight transistors. The main problem of this circuit is using two high power consumption NOT gates on the critical path of the circuit, because the NOT gates must drive the output capacitance. Therefore, the size of the transistors in the NOT gates should be increased to obtain lower critical path delay. Furthermore, it causes the creation of an intermediate node with a large capacitance. Of course, this means that the NOT gates drives the output of circuit through, for example, pass transistor or TG. Therefore, the short-circuit power and, thus, the total power dissipation of this circuit are widely increased. Moreover, in the optimum PDP situation, the critical path delay will also be increased slightly.

Fig. 1(b) shows another example of the full-swing XOR/XNOR gate [11], each made of six transistors. This circuit is based on the PTL logic style, whose delay and power consumption are better than the circuit depicted in Fig. 1(a). The only problem of this structure is using a NOT gates on the critical path of the circuit. The XOR circuit of Fig. 1(b) has the lower delay than its XNOR circuit, because the critical path of XOR circuit is comprised of a NOT gate with an nMOS transistor (N3). But the critical path of XNOR circuit is comprised of a NOT gates and a pMOS transistor (P5). Therefore, to improve the XNOR circuit speed, the size of pMOS transistor (P5) and NOT gates should be increased.

B. Simultaneous XOR–XNOR Circuits

In recent years, the simultaneous XOR–XNOR circuit is widely used in hybrid FA structures [3], [9], [16], [18]. Commonly, in the hybrid FAs, the XOR–XNOR signals are connected to the inputs of 2:1-MUX as select lines. Therefore, two simultaneous signals with the same delay are necessary to avoid glitches in the output nodes of the FA.

Fig. 1(c) shows an example of the simultaneous XOR–XNOR circuit [16]. This circuit is based on the CPL logic style that has been designed by using ten transistors. In this structure, the outputs have been driven only by nMOS transistor, and thus, two pMOS transistors are connected to outputs (XOR and XNOR) as cross coupled to recover the output-level voltages. One problem of this XOR–XNOR circuit is to have the feedback (cross-coupled structure) on the outputs, which increases the delay and short-circuit power of this structure. Therefore, to mitigate the imposed delay, the size of transistors should be increased. Another disadvantage of this structure is the existence of two NOT gates in the critical path.

Goel et al. [3] removed two transistors (a NOT gates) from the XOR–XNOR circuit of Fig. 1(c) to reduce the power dissipation of the circuit. In Fig. 1(d), when the inputs are in \( AB = 00 \), the transistors N3, N4, and N5 are turned off and logic “0” is passed through the transistor N2 to XOR output. This “0” on XOR charges the XNOR output to \( V_{DD} \) by transistor P3. Therefore, the critical path of this circuit is larger than that of the circuit of Fig. 1(c). Also, in this structure, the short-circuit current will be passed through the circuit when the input is changed from \( AB = 01 \) to \( AB = 00 \). When the inputs are in state \( AB = 01 \), logic “1” is passed through the transistors N2, N3, and P2 to XOR output and logic “0” is passed through the transistor N4 to XNOR output.

In Fig. 1(e), when the inputs change to \( AB = 00 \), all transistors will be turned OFF except transistors N2 (through the input A) and P2 (through the XNOR output, which has not changed now). Therefore, the short-circuit current will pass from the transistors P2 and N2. If the amount of current being sourced from the transistor P2 is larger than that of current being sunk from the transistor N2, the short-circuit current will continue to be drawn from \( V_{DD} \) and will never switch XOR and XNOR output. This situation also occurs when the input is changed from \( AB = 11 \) to \( AB = 10 \) and impacts the proper functioning of the circuit. To guarantee the proper operation of this circuit, the ON-state resistance of transistors P2 and P3 should not be smaller than that of transistors N2 and N5 (\( R_{P2} > R_{N2}, \ R_{P3} > R_{N5} \)), respectively. Furthermore, this structure is very sensitive to process variation; if the size of transistors is changed, the circuit may not operate properly.

In [7] and [13], full-swing XOR–XNOR gate with only six transistors is proposed [shown in Fig. 1(e)]. The two complementary feedback transistors (N3 and P3) restore the weak logic in the output nodes (XOR and XNOR) when the inputs equal to \( AB = 00, 11 \). However, this circuit suffers from the high worst case delay, because when the inputs change from \( AB = 01, 10 \) to \( AB = 11, 00 \), the outputs reach its final voltage value in two steps. To clarify the issue, when the inputs equal to \( AB = 10 \), logic “1” and logic “0” are passed through the N2 (XOR output) and P2 (XNOR output) transistors, respectively. By changing the input mode to \( AB = 11 \), the transistors P1 and P2 are turned OFF (XOR node is initially high impedance) and weak logic “1” (\( V_{DD} - V_{thP} \)) is passed through the transistors N1 and N2 to the XNOR output. The weak logic “1” on the XNOR turns on the feedback N3 so that the XOR output is pulled down to weak logic “0,” which this weak logic “0” turns on the feedback P3. Eventually, positive feedback is made and the XNOR and XOR outputs will have strong logic “1” and logic “0,” respectively. This slow response problem is worse in the low-voltage operation.
structure has an output voltage drop problem for only one input logical value. To solve this problem and provide an optimum structure for the XOR/XNOR gate, we propose the circuit shown in Fig. 2(b). For all possible input combinations, the output of this structure is full swing. The proposed XOR/XNOR gate does not have NOT gates on the critical path of the circuit. Thus, it will have the lower delay and good driving capability in comparison with the structures of Fig. 1(a) and (b). Although the proposed XOR/XNOR gate has one more transistor than the structure of Fig. 1(b), it demonstrates lower power dissipation and higher speed.

The input A and B capacitances of the XOR circuit shown in Fig. 2(b) are not symmetric, because one of these two should be connected to the input of NOT gates and another should be connected to the diffusion of nMOS transistor. Furthermore, the input capacitances of transistors N2 and N3 are not equal in the optimal situation (minimum PDP). Also, the order of input connections to transistors N2 and N3 will not affect the function of the circuit. Thus, it is better to connect the input A, which is also connected to the NOT gates, to the transistor with smaller input capacitance. By doing this, the input capacitances are more symmetrical, and thus, the delay and power consumption of the circuit will be reduced. To clarify which transistor (N2 or N3) has larger input capacitance, let us consider the condition that the inputs change from AB = 00 to AB = 10. In this condition, as the RC model of XOR is shown in Fig. 2(c) and (d), the transistor N2 is driving only the capacitance of node X from GND to VDD − Vthx [Fig. 2(c)], so it will not require lower RN2. But, when the inputs change from AB = 10 to AB = 11, according to Fig. 2(d), we have

\[ k_{N2} = \frac{W_2}{W_{\text{min}}}, \quad k_{N3} = \frac{W_3}{W_{\text{min}}}, \ldots, \quad k_{P3} = \frac{W_3}{W_{\text{min}}} \]

\[ R_{N2} = \frac{R_{\text{min}}}{k_{N2}}, \quad R_{N3} = \frac{R_{\text{min}}}{k_{N3}}, \quad a = k_{N4} + k_{P2} + k_{P3} \]

\[ C_X = C_{d\text{min}} \times k_{N2} + C_{d\text{min}} \times k_{N3} = C_{d\text{min}}(k_{N2} + k_{N3}) \]

\[ C_{\text{out}} = C_{d\text{out}} + C_{dP2} + C_{dP3} + C_{d\text{min}} \times k_{N2} \]

\[ C_{\text{out}} = a \times C_{d\text{min}} + C_{d\text{min}} \times k_{N2} = C_{d\text{min}}(a + k_{N2}) \]

where \( W_{\text{min}} \) is the minimum transistor width, \( R_{\text{min}} \) is the ON-state resistance for the nMOS transistor with \( W_{\text{min}} \), \( C_{d\text{min}} \) is the diffusion capacitance of the transistor, and \( a \) is the total size of the transistors P2, P3, and N4. The Elmore delay [25] (\( T_{dAB=10\rightarrow11} \)) of Fig. 2(c) and (d) is equal to

\[ T_{dAB=10\rightarrow11} = C_{\text{out}} \left( \frac{R_{\text{min}}}{k_{N2}} + \frac{R_{\text{min}}}{k_{N3}} \right) + C_X \left( \frac{R_{\text{min}}}{k_{N3}} \right) \]

\[ = C_{d\text{min}} R_{\text{min}} \left[ a \left( \frac{1}{k_{N2}} + \frac{1}{k_{N3}} \right) + 2 \left( 1 + \frac{k_{N2}}{k_{N3}} \right) \right] \]

now, the average dynamic power dissipation (for the condition that the inputs change from AB = 10 to AB = 11) can be written as [2]

\[ P_{AB=10\rightarrow11} = C_{\text{total}} V_{DD}^2 = \left( C_{d\text{min}}(k_{N2} + k_{N3}) + C_{d\text{min}}(a + k_{N2}) + k_{N2} C_{g\text{min}} + k_{P3} C_{d\text{min}} + k_{P3} C_{g\text{min}} + k_{N4} C_{d\text{min}} \right) V_{DD}^2 \]

III. PROPOSED CIRCUITS

A. Proposed XOR–XNOR Circuit

The nonfull-swing XOR/XNOR circuit of Fig. 2(a) [24] is efficient in terms of the power and delay. Furthermore, this and also increases the short-circuit current [when one of the outputs (XOR or XNOR) is high impedance and circuit feedback has not yet acted completely, the short-circuit current is passing through the circuit]. Also, if the size of transistors in this circuit is not properly selected, the circuit may not be correctly operated. Thus, this structure is very sensitive to process–voltage–temperature (PVT) variations.

Chang et al. [18] have proposed a new structure of the simultaneous XOR–XNOR gate [shown in Fig. 1(f)] by improving the six-transistor XOR–XNOR circuit of Fig. 1(e). In the circuit of Fig. 1(f), to solve the slow response problem and operate in low voltage supplies, two nMOS transistors (for \( AB = 11 \)) and two pMOS transistors (for \( AB = 00 \)) have been added to the XOR and XNOR outputs, respectively. The advantages of this structure are good driving capability, full-swing output, and robustness against transistor sizing and supply voltage scaling. The main problem of this circuit is the structure of feedback that imposes extra parasitic capacitance to the XOR and XNOR output nodes. Thus, the delay and power consumption significantly increase.

Fig. 1(g) [23] shows another circuit for improving the structure of Fig. 1(e). In this structure, a NOT gate is used to improve the circuit speed. This circuit has a better speed than Fig. 1(e), because in Fig. 1(g), the transistors N5 and P5 have the path from GND or VDD to the output nodes in two states of inputs (\( AB = X1 \) for N5 and \( AB = X0 \) for P5). But in Fig. 1(e), the transistors N4 and P5 have the same path for only one state of inputs (\( AB = 11 \) for N4 and \( AB = 00 \) for P5). Also, with the addition of a NOT gate, an intermediate node with a large capacitance will be created that will increase the power consumption of the circuit. Therefore, Fig. 1(g) has more power consumption than Fig. 1(e).

Combination of two XOR and XNOR circuits of Fig. 1(a) and (b) will result in two simultaneous XOR–XNOR gates. These new structures will have all advantages and disadvantages of their XOR/XNOR circuits.
where \( C_{\text{min}} \) is the gate capacitance of the transistor, and \( C_{\text{total}} \) is all capacitances that are switched. By assuming \( C_{\text{dmin}} \approx C_{\text{min}} = C \) and \( a = 3 \) (the size of transistors \( P2, P3, \) and \( N4 \) equal to the \( W_{\text{min}} \))

\[
P_{AB=10\rightarrow11} = \frac{(k_{N2} + k_{N3})C + (3 + k_{N2})C}{k_{N3}C + 3CV_{DD}^2} = C \frac{V_{DD}^2}{2}(2k_{N2} + 2k_{N3} + 6).
\]

Finally, by having the value of delay and power dissipation, the PDP of the circuit can be obtained. For a better comparison, the normalized PDP (PDP\(_n\)) is considered

\[
PDP_n = \frac{P_{AB=10\rightarrow11}}{C R_{\text{min}} \times CV_{DD}^2} = \left[3 \left(\frac{1}{k_{N2}} + \frac{1}{k_{N3}}\right) + 2 (1 + \frac{k_{N2}}{k_{N3}})\right](2k_{N2} + 2k_{N3} + 6).
\]

Fig. 3 shows the value of normalized PDP with \( a = 3 \) for \( 1 \leq k_{N2}, k_{N3} \leq 4 \). Fig. 3 also shows that, in the optimal condition, the value of \( k_{N3} \) is bigger than that of \( k_{N2} \). Therefore, the \( W/L \) ratio of the transistor \( N3 \) is larger than that of the transistor \( N2 \). Thus, the input capacitance of transistor \( N3 \) is higher than that of transistor \( N2 \) and, to obtain the optimal circuit, it is better to connect input \( A \) to the transistor \( N2 \). The advantages of the proposed XOR/XNOR circuits are full-swing output, good driving capability, smaller number of interconnecting wires, and straightforward circuit layout. Fig. 4(a) and (b) shows the circuit layout of the proposed XOR and XNOR gates, respectively, designed for minimum power consumption [26].

B. Proposed XOR–XNOR Circuit

Fig. 2(e) shows the proposed structure of the simultaneous XOR–XNOR gate consisting of 12 transistors. This structure is obtained by combining the two proposed XOR and XNOR circuits of Fig. 2(b). If the inputs of this circuit are connected as mentioned in Section III-A, the input \( A \) and \( B \) capacitances are not equal (the inputs \( A \) and \( B \) are connected to the same transistor count). Thus, to equal the input of capacitances, they are connected to the circuit, as shown in Fig. 2(e). In this case, the input capacitances are approximately equal and the power and delay are optimized. This structure does not have any NOT gates on the critical path and its output capacitance is very small. For this reason, it is very high speed and consumes low power. The delay of XOR and XNOR outputs of this circuit is almost identical, which reduces the glitch in the next stage. Other advantages of this circuit are good driving capability, full-swing output, as well as robustness against transistor sizing and supply voltage scaling.

The proposed XOR/XNOR and simultaneous XOR–XNOR structures were compared with all the above-mentioned structures (Fig. 1). The simulation results at TSMC 65-nm technology and 1.2-V power supply voltage (\( V_{DD} \)) are shown in Table I. The input pattern is used as all possible input combinations have been included [Fig. 5(a)]. The maximum frequency for the inputs was 1 GHz and 4× unit-size inverter (FO4) was connected to the output (as a load). The size of transistors has been selected for optimum PDP by using the proposed transistor sizing method, which the proposed procedure will be described in Section VI. The optimum size of transistors for each XOR/XNOR and XOR–XNOR circuits are expressed in Table I. In the output rise and fall transition, the delay is calculated from 50% of the input voltage level to 50% of the output voltage level. The PDP will be calculated by multiplying the worst case delay by the average power consumption of the main circuit.

The results indicate that the performance of the proposed XOR/XNOR and simultaneous XOR–XNOR structures is better
than that of the compared structures. The proposed XOR and XNOR circuits [Fig. 2(b)] have the lowest PDP and delay, respectively, compared with other XOR/XNOR circuits. Also, the delay of these two proposed circuits is very close together that prevents the creation of glitch on the next stage. The delay, power consumption, and PDP of the XOR and XNOR circuits of Fig. 1(a) are almost equal, due to having the same structures. As mentioned earlier and according to the obtained results, the XOR circuit of Fig. 1(b) has a better performance than its XNOR circuit. The proposed circuit for simultaneous XOR–XNOR has better efficiency in all three calculated parameters (delay, power dissipation, and PDP) when it is compared with other XOR–XNOR gates. The proposed circuit has an almost 16.2%–85.8% in PDP, and it is 9%–83.2% faster than the other circuits. The circuits of Fig. 1(d) and (e) have the very high delay due to its output feedback (which have the slow response problem). As can be seen in Table I, the efficiency of Fig. 1(e) is much worse and its delay is four times more than that of other circuits. Table I indicates that the structures have shown a better performance, which have the minimum NOT gates on the critical path and also have not feedback on the outputs to correct the output voltage level.

To better evaluate the XOR–XNOR circuits, they are simulated at different power supply voltages from 0.6 to 1.5 V and also at different output loads from FO1 to FO16. The results of these two simulations are shown in Fig. 5(b) and (c). As seen in Fig. 5(b) and (c), the proposed XOR–XNOR circuit has the best performance in both simulations when compared with other structures.

C. Proposed FAs

We proposed six new FA circuits for various applications which have been shown in Fig. 6. Also, Fig. 7 shows the circuit layout of proposed FA cell shown in Fig. 6(a). These new FAs have been employed with hybrid logic style, and all of them are designed by using the proposed XOR/XNOR or XOR–XNOR circuit. The well-known four-transistor 2-1-MUX structure [Fig. 8(a)] is used to implement the proposed hybrid FA cells. This 2-1-MUX is created with TG logic style that has no static and short-circuit power dissipation.

Fig. 6(a) shows the circuit of first proposed hybrid FA (HFA-20T) which is made by two 2-to-1 MUX gates and the XOR–XNOR gate of Fig. 2(e). The circuit of HFA-20T has not high power consumption NOT gates on critical path and consists of 20 transistors. The advantages of this structure are full-swing output, low power dissipation and very high speed, robustness against supply voltage scaling, and transistor sizing. If \( A \oplus B = 1 \), then the output \( C_{out} \) signal equals to the input signal \( A \) or \( B \). But to equalize the inputs capacitance, both of the input signals \( A \) and \( B \) are used for implementation and are connected to the transistors \( N_9 \) and \( P_10 \) [in Fig. 6(a)], respectively. The only problem of HFA-20T is reduction of the output driving capability when it is used in the chain structure applications, such as ripple carry adder. Of course, this problem exists in the circuits that use the transmission function theory in their implementation without buffering output. Fig. 7 shows the circuit layout of proposed HFA-20T which designed for minimum power consumption [26].

One way to reduce the power consumption of the FA structures is to use a XOR/XNOR gate and a NOT gates to generate the other XOR or XNOR signal. The proposed hybrid FA cell (HFA-17T) shown in Fig. 6(b) is designed by using the XOR–XNOR circuit of Fig. 2(e).
XOR gate of Fig. 2(b). This structure is made by 17 transistors that has three transistors less than the HFA-20T. The delay of HFA-17T is higher than that of HFA-20T due to the addition of NOT gates on the critical path of the HFA-17T (for making the XNOR signal from the XOR signal). It may be expected that the power consumption of HFA-17T is less than that of HFA-20T due to the reduction in the number of transistors. But the NOT gate on the critical path of the circuit increases the short circuit power. So there is no significant reduction in total power dissipation of the HFA-17T. Also, the NOT gate will slightly improve the output driving capability of the circuit.

As mentioned earlier, using the buffer on the output of a circuit is almost mandatory, especially in applications that the output capacitance of each stage is high. In practice, the driving capability of VLSI circuits is degraded due to the creation of the parasitic capacitors and resistors during the fabrication, as well as increasing the threshold voltage of transistors over the time, but the output buffer improves this situation. Fig. 6(c) presents the third proposed hybrid FA with buffers on the Sum and Cout outputs (HFA-B-26T), and it is made with 26 transistors. There are XOR–XNOR gate, one 2-1-MUX gate, and NOT gates on the critical path of HFA-B-26T. The output NOT gates are used to prevent the driving output nodes by the inputs of the circuit and also reduce the resistance from the output node of the circuit to the sources (VDD and GND). The power consumption and delay of HFA-B-26T are more than that of HFA-20T and HFA-17T FAs. Fig. 6(d) shows another hybrid FA with new buffers (HFA-NB-26T), where they are placed in the data inputs of 2-1-MUX gates instead of placing the buffers in the outputs. If the input signals of A and C are produced by the buffer, then for all possible input combinations, the Sum and Cout outputs are not driven by the inputs of the circuit. To do this work, three additional NOT gates are enough, because there was already the \( \overline{A} \) signal and can be made the buffered \( A \) signal with an extra NOT gate. So the HFA-NB-26T FA circuit is made by 26 transistors. The data input nodes of 2-1-MUXs reach to their final value (GND or VDD) before the XOR and XNOR signals are produced. Thus, the critical path of HFA-NB-26T consists of an XOR–XNOR gate and a 2-1-MUX gate, and its delay is reduced compared with the HFA-B-26T. The driving capability of the HFA-NB-26T is slightly less than that of HFA-B-26T due to existing the 2-1-MUX gate between the buffer and the output node [which increases the resistance from the output node to the sources (VDD and GND)].

The circuits of HFA-20T and HFA-17T have been designed so that the less number of transistors has been used. To produce the output Sum signal, the XOR, XNOR, and C signals are only used so no additional NOT gates needs to generate the \( \overline{C} \) signal, whereas if the \( \overline{C} \) signal is also used to produce the Sum output, then XOR and XNOR signals will not drive the Sum output through the TG multiplexer, but only they will be connected to the data select lines of 2-1-MUX. So the capacitance of XOR and XNOR nodes become smaller, and the delay of the circuit will be improved. The circuits of Fig. 6(e) and (f) (named HFA-22T and HFA-19T, respectively) have been created by applying the above idea to HFA-20T and HFA-17T, respectively. It is expected that the power consumption and delay of the HFA-22T and HFA-19T FA circuits are less than that of HFA-20T and HFA-17T, respectively (despite having two more transistors), due to the less capacitance of XOR and XNOR nodes. Also, by adding the \( \overline{C} \) signal, the driving capability of HFA-22T and HFA-19T will be better than that of HFA-20T and HFA-17T, respectively.

IV. SIMULATION ENVIRONMENT

A. Simulation Setup

All the circuits have been simulated using HSPICE in the 65-nm TSMC CMOS process technology, and were supplied with 1.2 V as well as the maximum frequency for the inputs was 1 GHz. Fig. 8(b) and (c) shows the typical simulation test bench to carry out the circuit parameters. There are two NOT gates on the input of structure shown in Fig. 8(b) with two separate power supplies (VDD1 and VDD2). As can be seen in Fig. 8(b), the main circuit and the NOT gates connected to it have the same power supply (VDD1). By subtracting the power consumption of VDD1 in Fig. 8(c) from the power consumption of VDD2 in Fig. 8(b), the power consumption of the main circuit will be achieved. The input pattern for the both structures of Fig. 8(b) and (c) is exactly the same. With this method, the calculated power consumption of the main circuit will be much more accurate and the power consumption of all input capacitance is also considered. Output load of FO4 is used for delay and power dissipation measurements, which has a different power supply from the main circuit. The sizes of input buffers are selected, such as [3] and [27]. In the output rise and fall transition, the delay is calculated from 50% of
The performance of the FA circuits is evaluated in terms of power consumption, worst case delay, and PDP for a range of supply voltages (from 0.65 to 1.5 V) at 1-GHz frequency. Furthermore, their performances are evaluated by changing the output load ranged from FO4 to FO64 at the 1.2-V power supply voltage and 1-GHz frequency. The lowest power consumption of a circuit is achieved when the width of transistors is as minimum as possible [2]. However, in this case, the lowest PDP cannot be guaranteed. Because the delay of the circuit is not in the optimum state and increases with the width of transistors, an effective and powerful tool for optimizing the VLSI circuits and should be used in the design process of high-performance circuits.

**B. Transistor Sizing**

Optimal implementation (less PDP [14]) of arithmetic circuits in the VLSI systems is very important. The optimization methods, such as choosing the optimal circuit structure for the intended purpose, the appropriate logic style, and transistor sizing, have been utilized for improving the performance of circuits. The transistor sizing method, which contains reducing or enlarging the width of transistors, is an effective and powerful tool for optimizing the VLSI circuits and should be used in the design process of high-performance circuits.

With the advancement of technology and reduced transistor sizes, the behavior and performance of a circuit could not be investigated without transistor sizing, since a small change in the size of transistors may considerably change the performance of the circuit. Therefore, choosing the appropriate method of transistor sizing, before obtaining the important parameters of the circuit, is necessary. There are several methods for transistor sizing [9], [18].

1) **Review on Transistor Sizing Methods:** Shams et al. [9] present the method for transistor sizing. Since this method is very simple and fast, the simulation time for optimizing the circuit is much reduced. The main problem of this method is that the transistors involved in the critical path are only considered, whereas in a circuit, all (OFF or ON) transistors are involved in the critical path delay of the circuit because all of them affect the power dissipation and nodes capacitance of the circuit (and also PDP). Therefore, the more appropriate method is to consider all transistors of the circuit at the same time, even if they are OFF. Another problem of this method is that it tries to reduce the delay instead of reducing the PDP of the circuit, while our main goal is to reduce the PDP of the circuit.

In [18], another method for transistor sizing is proposed, which is almost the easiest method, and its performance is better than the previous method. In the method [18], similar to method [9], all transistors of the circuit and dependences between them have not been considered at the same time. Also, the final result is highly dependent on the initial size of transistors. Of course, these methods lose their precision in favor of reducing the simulation time.

2) **Proposed Method for Transistor Sizing:** The above-mentioned methods do not consider the dependence of transistors and, therefore, do not have good accuracy. There are different ways to optimize a function, which one of these methods is particle swarm optimization (PSO) [28]–[30]. In computer science, the PSO algorithm is a numerical computation method that optimizes a function iteratively. It is trying to suggest a better solution with consideration of obtained value of the function. It solves a problem by giving the candidate solutions, which is known as the particles, and moving these particles to the best known position in the search-space according to simple mathematical formulas (7). If the better position is found in the search space by other particles, it is updated as the best known position. Eventually, the swarm moves toward the best solution. The PSO algorithm is becoming popular due to its simplicity of implementation and ability to rapidly converge to a good solution.

**TABLE II**

**SIMULATION RESULTS (POWER IN e-6W, DELAY IN ps, PDP IN aJ, AND EDP IN e-29Js) FOR FA CIRCUITS IN 65-nm TECHNOLOGY WITH 1.2-V POWER SUPPLY VOLTAGE AT 1 GHz**

<table>
<thead>
<tr>
<th>Design</th>
<th>Minimum Power</th>
<th>Power</th>
<th>Minimum PDP</th>
<th>PDP</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>HFA-9UT</td>
<td>3.80</td>
<td>85.5</td>
<td>333.3</td>
<td>4.44</td>
<td>51.8</td>
</tr>
<tr>
<td>HFA-71T</td>
<td>3.78</td>
<td>94.3</td>
<td>356.3</td>
<td>4.40</td>
<td>59.9</td>
</tr>
<tr>
<td>HFA-82T</td>
<td>4.52</td>
<td>73.8</td>
<td>333.4</td>
<td>4.66</td>
<td>63.1</td>
</tr>
<tr>
<td>HFA-83T</td>
<td>4.28</td>
<td>82.7</td>
<td>356.4</td>
<td>4.52</td>
<td>57.7</td>
</tr>
<tr>
<td>HFA-82T</td>
<td>4.08</td>
<td>59.1</td>
<td>241.1</td>
<td>4.17</td>
<td>46.5</td>
</tr>
<tr>
<td>HFA-89T</td>
<td>3.86</td>
<td>74.3</td>
<td>284.2</td>
<td>4.11</td>
<td>59.4</td>
</tr>
<tr>
<td>CMOS [14]</td>
<td>3.89</td>
<td>119.2</td>
<td>475.4</td>
<td>4.25</td>
<td>95.4</td>
</tr>
<tr>
<td>M-CMOS [5]</td>
<td>3.89</td>
<td>109.7</td>
<td>407.5</td>
<td>4.08</td>
<td>92.7</td>
</tr>
<tr>
<td>CPL [8]</td>
<td>6.88</td>
<td>83.7</td>
<td>438.3</td>
<td>7.08</td>
<td>80.9</td>
</tr>
<tr>
<td>JFT [15]</td>
<td>3.52</td>
<td>90.7</td>
<td>319.3</td>
<td>4.02</td>
<td>65.7</td>
</tr>
<tr>
<td>DPL [16]</td>
<td>4.89</td>
<td>98.8</td>
<td>483.1</td>
<td>5.32</td>
<td>66.3</td>
</tr>
<tr>
<td>Hybrid-FA [12]</td>
<td>3.71</td>
<td>116.8</td>
<td>433.3</td>
<td>4.92</td>
<td>64.1</td>
</tr>
<tr>
<td>SR-CPL [16]</td>
<td>4.78</td>
<td>88.3</td>
<td>422.3</td>
<td>5.01</td>
<td>69.4</td>
</tr>
<tr>
<td>TFA [10]</td>
<td>3.81</td>
<td>93.8</td>
<td>337.4</td>
<td>4.21</td>
<td>66.7</td>
</tr>
<tr>
<td>TGA [11]</td>
<td>2.53</td>
<td>68.8</td>
<td>609.5</td>
<td>4.48</td>
<td>65.8</td>
</tr>
<tr>
<td>HPSC [18]</td>
<td>4.60</td>
<td>89.2</td>
<td>410.3</td>
<td>4.82</td>
<td>79.9</td>
</tr>
<tr>
<td>New-HPSC [3]</td>
<td>4.87</td>
<td>111.5</td>
<td>554.2</td>
<td>5.02</td>
<td>92.9</td>
</tr>
</tbody>
</table>

* Means proposed design.
Method Proposed Method for Transistor Sizing

1. Initialize width \( W^{(i)}_{m \times n} \), \( m \) is the number of circuit’s transistors, and \( n \) is the number of particles.
2. \( i = 1 \)
3. do
4. Simulate the circuit with \( W^{(i)} \) and compute the PDP of the circuit \( (\hat{G}^{(i)}_{m \times n}) \).
5. \( (\Theta_{\text{min}}, W_{\Theta_{\text{min}} 1 \times n}, W^{(i+1)}_{m \times n}) = \text{PSO}(W^{(i)}, G^{(i)}) \)
6. \( i = i + 1 \)
7. while \( (i > \ell) \) \( > i \) is the number of desired iterations.
8. Outputs \( \rightarrow W_{\Theta_{\text{min}}} \) and \( \Theta_{\text{min}} \).

The position vector and the velocity vector of the \( i \)th iteration for \( m \) number of particles in the \( n \)-dimensional search space can be represented as \( \vec{X}^{(i)}_{m \times n} \) and \( \vec{V}^{(i)}_{m \times n} \), respectively.

\[
\vec{X}^{(i)}_{m \times n} = \begin{bmatrix} x_{1,1}^{(i)} & x_{1,2}^{(i)} & \cdots & x_{m,1}^{(i)} \\ \end{bmatrix}^T \\
\vec{V}^{(i)}_{m \times n} = \begin{bmatrix} v_{1,1}^{(i)} & v_{1,2}^{(i)} & \cdots & v_{m,1}^{(i)} \\ \end{bmatrix}^T
\]  
(6)

\( \vec{X}_{1 \times n}^{(i)} \) is the position of one particle in the \( i \)th iteration. The best position of particles in the \( i \)th iteration (which corresponds to the best fitness value obtained by that particle at the \( i \)th iteration) is \( \vec{P}^{(i)}_{m \times n} \), and the fittest particle found so far at the \( i \)th iteration is \( \vec{G}^{(i)}_{m \times n} \). Therefore, the new positions and velocities of the particles for the next time of evaluation are calculated by the following equation [28, 30]:

\[
\vec{V}^{(i)}_{m \times n} = w \cdot \vec{V}^{(i-1)}_{m \times n} + c_1 \cdot \text{rand}_1 \cdot (\vec{P}^{(i-1)}_{m \times n} - \vec{X}^{(i-1)}_{m \times n}) \\
+ c_2 \cdot \text{rand}_2 \cdot (\vec{G}^{(i-1)}_{m \times n} - \vec{X}^{(i-1)}_{m \times n}) \\
\vec{X}^{(i)}_{m \times n} = \vec{X}^{(i-1)}_{m \times n} + \vec{V}^{(i)}_{m \times n}
\]  
(7a)

where \( c_1 \) and \( c_2 \) are two positive numbers, \( \text{rand}_1 \) and \( \text{rand}_2 \) are two separately generated and uniformly distributed random numbers in the range \([0, 1]\), and \( \vec{P}^{(i)}_{m \times n} \) and \( \vec{G}^{(i)}_{m \times n} \) are as follows:

\[
\vec{P}^{(i)}_{m \times n} = \begin{bmatrix} p_{1,1}^{(i)} & p_{1,2}^{(i)} & \cdots & p_{m,1}^{(i)} \\ \end{bmatrix}^T \\
\vec{G}^{(i)}_{m \times n} = \begin{bmatrix} g_{1,1}^{(i)} & g_{1,2}^{(i)} & \cdots & g_{m,1}^{(i)} \\ \end{bmatrix}^T
\]  
(8)

Also, \( w \) (an inertia weight) can be a positive constant or even a positive linear or nonlinear function of time, which it plays the role of balancing the global search and local search [31].

In the proposed method, the initial width \( (W) \), the number of particles \( (m) \), and iterations \( (t) \) are very effective in the final result and should be chosen carefully. After achieving the optimum size of transistors for the intended circuit, the simulations can be done and its results are analyzed.

C. Feasible Environment Test Setup

To investigate the performance of FA cells, they are used in a feasible structure [9], as shown in Fig. 10. It simulates the circuits such as binary adders and regular multipliers, which is made of \( n \) cascaded FA \((n\text{-CFA})\) cells. The inputs are driven from the buffers, and the outputs are loaded with FO4 inverters. The delay for this structure is measured from the input signals of the first FA to the output signals of the last FA. The power consumption value is the average power of all \( n \)-FA cells, and it does not include the power dissipation of inputs and outputs buffers. To evaluate the performance of the FAs more accurately, all 56 possible input transitions are applied to the circuit. Of course, in this structure, except for the first FA cell, the rest of them sense only 12 input transitions. Simulation is performed at 100-MHz input frequency, 1.2-V supply voltage, and room temperature.

D. PVT Variation Test Setup

PVT variations cause changes in the parameters of the transistor, such as threshold voltage, capacitances, and ON- and OFF-state currents. These changes will have the effect on the performance of the circuit. Therefore, the robustness of different FA cells should be investigated in unfavorable and unknown conditions. To reach this purpose, the Monte Carlo transient analysis for \( W, L \), and \( V_{th} \) variations, as well as process corners simulation is performed. The distribution of \( W \) and \( L \) dimensions is assumed Gaussian, and a standard deviation of \( \pm 10 \) nm and \( \pm 5 \) nm from nominal values is considered. To get enough accurate results, we have performed \( N = 1000 \) simulations for each condition and evaluated the delay, power dissipation, and PDP of the FA cells.

E. Noise Immunity Test Setup

Noise in VLSI circuits is defined as any disturbance that changes the voltage of circuit nodes from their nominal value. Noise sources that have a significant impact on the performance of digital circuits consist of crosstalk, alpha particles, skin effect, electron migration, electromagnetic interference, IR drop, charge sharing, charge leakage, ground bounce, power supply noise, and so on [2]. Digital circuits are inherently very low sensitive to noise, and they filter the noise pulses with high amplitude and adequate narrow width.

Noise immunity curve (NIC) [32] is used to measure the noise-tolerance performance of FAs. It is a locus point \( (T, V) \), which \( T \) and \( V \) are noise pulselwidth and noise pulse amplitude, respectively. Each point on the NIC depicts that if a noise with \( (T, V) \) (or higher amplitude) is applied to the input of digital gate, then it will make a logic error in the output. To get a numerical value of noise immunity, a metric called average noise threshold energy (ANTE) [33] derived from the NIC is used. It is equal to the energy of noise pulse and is obtained as

\[
\text{ANTE} = E(V^2 \cdot T)
\] 
(9)

where \( E(\cdot) \) denotes the expectation operator. It is evident that the higher ANTE value for a digital circuit demonstrates that it has higher immunity to input noise pulse. The NIC and
ANTE metrics are widely used for the evaluation of noise immunity in [3], [27], and [33]. The ANTE metric is reduced for a certain structure by scaling the size of transistors, and for structures, that have good speed and performance will result in a small amount. Therefore, the ANTE metric cannot be used to compare different structures accurately. However the value of ANTE for a circuit reveals useful information about input noise immunity. Another metric that can be used to compare the structures and does not change by scaling the size of transistors is the normalized ANTE (NANTE) [33] metric with PDP of the circuit

\[
\text{NANTE} = \frac{\text{ANTE}}{\text{PDP}}.
\]  

The 50% of the output swing is used for threshold level.

V. SIMULATIONS AND PERFORMANCE ANALYSIS

In this section, the simulations results are discussed, and also the performance of the various mentioned designs is compared. In all simulations, the size of transistors is chosen in such a way that the minimum PDP is achieved for the circuit. To reach this aim, the proposed method for transistor sizing is used. Table II shows the simulation results of various FA circuits. In Table II, we have reported the average power consumption, critical path delay, PDP, and energy-delay product (EDP) metrics for different designs. Also, for better comparison, the PDP and EDP improvements of the designs compared with the 16T structure are given.

We first discuss the results related to the minimum power conditions (MPCs), which is named minimum power in Table II. In the specified input frequency, output load, and supply voltage, the minimum power consumption of a circuit is dependent on its structure and number of transistors \((n)\), while \(W_{1,2,...,n} = W_{\text{min}}\). The 16T circuit has the lowest power compared with other circuits. This circuit produces full-swing \(C_{\text{out}}\) and \(\text{Sum}\) outputs despite having the nonfull-swing XOR–XNOR signals. The CPL FA cell has the highest power, because of having the high number of transistors, compared with the other designs. However, it has good speed and good driving capability. In the MPC, the proposed HFA-22T saves the PDP of about 24%, 32%, 40%, 41%, 42%, and 50% compared with 16T, TFA, Mir-CMOS, TGA, New-HPSC, and DPL, respectively.

By comparing the obtained results for the MPC and minimum PDP conditions (MPDPCs), the efficiency of transistor sizing methods, which is used for improving the performance of the circuits, becomes so apparent. By comparing the results of MPC and MPDPC, the maximum improvement in PDP is achieved for the Hybrid-FA circuit which is equal to 33%. Also, the CPL FA circuit shows 2% improvement in PDP metric that is lower than the other structures. Generally, for CPL logic style, the size of transistors in the MPC and MPDPC is very close to each other [26].

In the following, we discuss the simulation results for the MPDPC. The proposed FAs have superior speed, PDP, and EDP against other FA designs. The 16T circuit consumes lower power than that of other FA cells. Also, it shows better PDP and EDP compared with other circuits except for the FAs presented in this paper. The proposed HFA-22T circuit has the best delay, PDP, and EDP among FA cells. The structures of HFA-B-26T, HFA-NB-26T, CMOS, M-CMOS, CPL, HPSC, and New-HPSC have buffers at their outputs. The proposed HFA-NF-26T circuit saves PDP up to 35%, 31%, 39%, 32%, and 45% compared with CMOS, M-CMOS, CPL, HPSC, and New-HPSC, respectively.

A. Performance Analysis Against \(V_{\text{DD}}\)

The delay, power, and PDP of the FA cells at supply voltage range from 0.65 to 1.5 V are shown in Fig. 11(a)–(c), respectively. The nominal supply voltage for the 65-nm TSMC CMOS process technology is 1.2 V. Also, the transistor sizes optimized at 1.2 V are used for the simulation at all supply voltage ranges. The simulation results confirm that the proposed designs have superior speed, power, and PDP than other FA designs. The 14T, 16T, DPL, and New-HPSC FAs, due to the threshold voltage drop problem, can only work at and above 0.95, 0.75, 0.7, and 0.7 V, respectively. The delay of the 14T increases faster with decreasing supply voltage than other FAs. For all supply voltage ranges from 0.65 to 1.5 V, the proposed HFA-22T has the lowest delay and PDP compared with other FA circuits. The simulation results show that all proposed FA cells can work reliably at the supply voltage as low as 0.65 V. Despite of having good speed, the CPL [8] adder circuit consumes very higher power than other FAs because of its dual-rail structure and the high transistor count. Generally, as shown in Fig. 11(c), the 14T, New-HPSC, and 16T circuits have not suitable performance against supply voltage variations and are not recommended for use in the VLSI circuits. The minimum PDP of the CMOS,
TABLE III
SIMULATION RESULTS (POWER IN e-6W, DELAY IN ps, AND PDP IN fJ) FOR FA CIRCUITS BY DIFFERENT WORD LENGTHS OF n-CFA IN 65-nm TECHNOLOGY WITH 1.2-V POWER SUPPLY VOLTAGE AT 100 MHz

<table>
<thead>
<tr>
<th>n-Bit</th>
<th>2-Bit</th>
<th>4-Bit</th>
<th>8-Bit</th>
<th>16-Bit</th>
<th>32-Bit</th>
<th>64-Bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design</td>
<td>Power</td>
<td>Delay</td>
<td>PDP</td>
<td>Power</td>
<td>Delay</td>
<td>PDP</td>
</tr>
<tr>
<td>HFA-20T</td>
<td>0.8315</td>
<td>195.4</td>
<td>0.1606</td>
<td>1.615</td>
<td>829.2</td>
<td>0.1394</td>
</tr>
<tr>
<td>HFA-17T</td>
<td>0.9067</td>
<td>220.3</td>
<td>0.1795</td>
<td>1.623</td>
<td>859.6</td>
<td>0.1739</td>
</tr>
<tr>
<td>M-CMOS</td>
<td>1.0598</td>
<td>156.5</td>
<td>0.1396</td>
<td>3.566</td>
<td>289.5</td>
<td>0.1696</td>
</tr>
<tr>
<td>HFA-NB-26T</td>
<td>0.9578</td>
<td>147.2</td>
<td>0.1263</td>
<td>3.633</td>
<td>261.5</td>
<td>0.1474</td>
</tr>
<tr>
<td>HFA-22T</td>
<td>0.7756</td>
<td>155.5</td>
<td>0.1205</td>
<td>3.479</td>
<td>398.5</td>
<td>0.1589</td>
</tr>
<tr>
<td>HFA-19T</td>
<td>0.7586</td>
<td>165.8</td>
<td>0.1257</td>
<td>4.741</td>
<td>361.4</td>
<td>0.15327</td>
</tr>
<tr>
<td>CO-MOS</td>
<td>0.8055</td>
<td>231.5</td>
<td>0.1881</td>
<td>5.175</td>
<td>403</td>
<td>0.1759</td>
</tr>
<tr>
<td>M-CMOS</td>
<td>0.7468</td>
<td>237.6</td>
<td>0.1637</td>
<td>5.394</td>
<td>402.3</td>
<td>0.1681</td>
</tr>
<tr>
<td>CPL</td>
<td>0.7173</td>
<td>259.8</td>
<td>0.15205</td>
<td>2.2897</td>
<td>843.2</td>
<td>2.1553</td>
</tr>
<tr>
<td>14T</td>
<td>0.7221</td>
<td>243.6</td>
<td>0.2481</td>
<td>2.549</td>
<td>1605.5</td>
<td>1.9241</td>
</tr>
<tr>
<td>DPL</td>
<td>0.7355</td>
<td>355.3</td>
<td>0.3139</td>
<td>1.9008</td>
<td>1580.2</td>
<td>3.0031</td>
</tr>
<tr>
<td>Hybrid-FA</td>
<td>0.798</td>
<td>201.3</td>
<td>0.1812</td>
<td>1.5687</td>
<td>846.6</td>
<td>1.2329</td>
</tr>
<tr>
<td>SR-CPL</td>
<td>0.8056</td>
<td>292.7</td>
<td>0.1651</td>
<td>1.77761</td>
<td>1281.1</td>
<td>1.6289</td>
</tr>
<tr>
<td>TFA</td>
<td>0.7848</td>
<td>261</td>
<td>0.1914</td>
<td>1.6016</td>
<td>789.1</td>
<td>1.661</td>
</tr>
<tr>
<td>TGA</td>
<td>0.8063</td>
<td>184.3</td>
<td>0.1322</td>
<td>1.5599</td>
<td>888.07</td>
<td>0.7584</td>
</tr>
<tr>
<td>HPSC</td>
<td>0.9877</td>
<td>264</td>
<td>0.2607</td>
<td>1.9255</td>
<td>567.4</td>
<td>0.0714</td>
</tr>
<tr>
<td>New-HPSC</td>
<td>0.9714</td>
<td>269.4</td>
<td>0.2617</td>
<td>1.9033</td>
<td>825.4</td>
<td>0.1903</td>
</tr>
</tbody>
</table>

*Based proposed design.

In conclusion, the proposed FA cells have more superior speed, power, and PDP against other cells, and are extremely suitable for low-power and high-speed applications.

C. Feasible Environment

In applications where the FA cells are used for the cascaded stage, output driving capability of the circuit is very important. To investigate the performance of the FA circuits in a larger structure (real and feasible structure), all the considered FA cells are embedded in an n-CFA with a word length of the n = 2, 4, 8, 16, 32, 64 bits. In the simulation of n-CFA, no buffers have been used at intermediate cascaded stages. A circuit may have a good performance in the single mode but when placed in a larger structure loses its advantages. Therefore, to make clear the merits and demerits of the circuit, its performance must be analyzed under different conditions.
Each FA cell has three inputs (A, B, and Cin) and two outputs (Sum and C.out). In most of the papers [9], [12] for the n-CFA simulation, the output signal of Sum is connected to one of the inputs (usually A) of the next stage FA, and also the output signal of C.out is connected to the both remaining inputs of the next stage FA. But each circuit has a different delay and power consumption for each input state that should be noted in the n-CFA simulation. Two FA cells can be connected to each other in six different modes, such as Fig. 13.

Fig. 14(a) shows the PDP of the FAs, which is obtained for 2-CFA simulation in six different connection modes. The 14T FA circuit fails in four connection modes and works properly only in two modes. Fig. 14(a) shows that the PDP value of 2-CFA in various connection modes is very different, for example, in 16T FA, the PDP of SCC and CCS modes is 247.8 and 63.8 aJ, respectively, which demonstrates a huge difference (3.9 times) relative to each other. Therefore, the input connection mode between the two FA cells should be considered when the n-CFA is used to simulate the FA circuits. Table III displays the obtained results in the n-CFA simulation for the various bits. Each FA cell is placed in the structure of n-CFA, such that [according to Fig. 14(a)] its PDP is maximized. Then, for example, in 16T FA, the PDP of SCC and CCS modes is 247.8 and 63.8 aJ, respectively, which demonstrates a huge difference (3.9 times) relative to each other. Therefore, the input connection mode between the two FA cells should be considered when the n-CFA is used to simulate the FA circuits. Table III displays the obtained results in the n-CFA simulation for the various bits. Each FA cell is placed in the structure of n-CFA, such that [according to Fig. 14(a)] its PDP is maximized. Then, for example, in 16T, CMOS, and DPL FA cells are connected together, such as SCC, SSC, and CCS. The 14T FA circuit does not operate properly even in a low number of bits (n = 2, 4) for the structure of n-CFA, and therefore, it is removed from Table III.

1) Results for 2-CFA: Despite having the lowest power consumption, the 16T FA cell does not have good speed and PDP (it has the worst delay). This FA also does not have suitable output driving capability due to the use of non-full-swing XOR–XNOR gate in its structure. The proposed HFA-NB-26T cell has the highest speed compared with the other FA cells. This FA is 36.5%, 32.3%, 45.5%, 44.2%, and 45.4% faster than the CMOS, M-CMOS, CPL, HPSC, and New-HPSC, respectively. Despite the lack of the output buffer in the structure of HFA-22T, it has the best performance in terms of PDP among all the evaluated FA circuits.

2) Results for 4-CFA: The proposed HFA-B-26T has the best performance in terms of speed and PDP compared with other FAs. The results of two proposed HFA-B-26T and HFA-NB-26T are very close together. By increasing the number of bits in the n-CFA, the difference of power consumption between these two structures is increased, which is due to the use of a new buffer structure in its output. HFA-B-26T is 1.6, 3.2, 5.5, 1.9, and 2.2 times faster than the M-CMOS, CPL, DPL, HPSC, and New-HPSC, respectively.

3) Results for 8-CFA: The DPL FA cell is the first structure that its delay becomes more than 1/(fmax = 100 MHz) = 10 ns and full-swing outputs are only generated for up to n = 4-CFA. The proposed HFA-B-26T FA circuit has the best performance in terms of speed and PDP for the n-CFA simulation with a word length of the n = 4, 8, 16, 32, 64 bits when compared with other FAs. An important issue is that the HFA-19T and HFA-22T, which do not have an output buffer in their structures, have a better performance for 8-CFA against the CPL, HPSC, and New-HPSC, which have the buffer on their outputs.

4) Results for 16-CFA: In this case (16-CFA), only eight FAs can produce full-swing output, and two of them (HFA-22T and HFA-19T) do not have buffer on the outputs.
These results indicate that the driving ability of HFA-22T and HFA-19T are very good, and they can be used in various applications. The HFA-B-26T offers lower PDP of about 41%, 31%, 63%, and 67% compared with CMOS, M-CMOS, HPSC, and New-HPSC, respectively.

5) Results for 32-CFA: The HFA-B-26T, HFA-NB-26T, CMOS, M-CMOS, HPSC, and New-HPSC only have a full-swing output for 32-CFA at the 100-MHz input frequency. All these six FAs have the buffer. The M-CMOS consumes less power than the rest of the compared FAs in the n-CFA simulation for \( n = 8, 16, 32, 64 \).

6) Result for 64-CFA: In 64-CFA, only four FA cells (HFA-b-26T, HFA-NB-26T, CMOS, and M-CMOS) were able to correctly operate. By dividing the delay to the number of used cells \( (n = 64) \), the average delay of each cell will be achieved 70.6, 71.3, 125.5, and 117.5 ps for the HFA-b-26T, HFA-NB-26T, CMOS, and M-CMOS, respectively.

The results of Table III show that the structures without output buffer, which are composed of CPL or TG logic styles, do not have a good drive capability and by cascading the stages of the circuit, the delay of the circuit is dramatically high.

D. PVT Variation

Fig. 14(b) shows the simulation results for FAs against \( W \), \( L \), and \( V_{th} \) variations of the transistors. All of these variations have been applied to the circuit at the same time, and the PDP of circuits has been extracted. For better comparison, the normalized PDP is calculated. Fig. 14(b) shows that the 14T, 16T, and New-HPSC FA cells are very sensitive to the process variations. For example, the PDP of 14T is changed from \(-10\%\) to \(+14\%\). The rest of the FA circuits have lower sensitivity to the process variations. Fig. 14(c) also shows the PDP of the FAs simulated in different process corners. In all corners, the proposed HFA-22T FA has the best performance compared with the rest of the FAs.

E. Noise

The NIC, ANTE, and NANTE results for FA circuits are shown in Fig. 15(a)–(c), respectively. As can be seen in Fig. 15(a), CPL, M-CMOS, DPL, SR-CPL, and CMOS FAs have good noise immunity in the small pulsewidth. All cells except the New-HPSC, HFA-B-26T, HFA-NB-26T, and TGA have suitable ANTE. The CPL has the highest ANTE due to high input capacitance and that the nMOS transistors are just used in the structure (nMOS transistor does not pass the strong “1,” so the noise pulse is not transmitted well). The proposed HFA-22T has the highest NANTE among all the compared FAs. The proposed FA circuits have very good immunity against the input noise.

VI. CONCLUSION

In this paper, we first evaluated the XOR/XNOR and XOR–XNOR circuits. The evaluation revealed that using the NOT gates on the critical path of a circuit is a drawback. Another disadvantage of a circuit is to have a positive feedback on the outputs of the XOR–XNOR gate for compensating the output voltage level. This feedback increases the delay, output capacitance, and, as a result, energy consumption of the circuit. Then, we proposed new XOR/XNOR and XOR–XNOR gates that do not have the mentioned disadvantages.

Finally, by using the proposed XOR and XOR–XNOR gates, we offered six new FA cells for various applications. Also, a modified method for transistor sizing in digital circuits was proposed. The new method utilizes the numerical computation PSO algorithm to select the appropriate size for transistors on a circuit and also it has very good speed, accuracy, and convergence. After simulating the FA cells in different conditions, the results demonstrated that the proposed circuits have a very good performance in all simulated conditions.

Simulation results show that the proposed HFA-22T cell saves PDP and EDP up to 23, 4% and 43.5%, respectively, compared with its best counterpart. Also, this cell has better speed and energy at all supply voltages ranging from 0.65 to 1.5 V when is compared with other FA cells. The proposed HFA-22T has superior speed and energy against other FA designs at all different process corners. All proposed FAs have normal sensitivity to PVT variations.
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