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ABSTRACT

This paper presents a new approach to index color images using the features extracted from the Error-Diffusion Block Truncation Coding (EDBTC). The EDBTC produces two color quantizers and a bitmap image which are further processed using Vector Quantization (VQ) to generate the image feature descriptor. Herein, two features are introduced, namely Color Histogram Feature (CHF) and Bit Pattern Histogram Feature (BHF), to measure the similarity between a query image and the target image in database. The CHF and BHF are computed from the VQ-indexed color quantizer and VQ-indexed bitmap image, respectively. The distance computed from CHF and BHF can be utilized to measure the similarity between two images. As documented in experimental result, the proposed indexing method outperforms the former BTC-based image indexing and the other existing image retrieval schemes with natural and textural datasets. Thus, the proposed EDBTC is not only examined with good capability for image compression, but it also offers an effective way to index images for the content-based image retrieval (CBIR) system.

Index Terms: Content-Based Image Retrieval, image indexing, Error Diffusion Block Truncation Coding, Vector Quantization.
I. INTRODUCTION

Many former schemes have been developed to improve the retrieval accuracy in the CBIR system. One type of them is to employ image features derived from the compressed data stream [11-14, 21-23, 60]. As opposite to the classical approach which extracts an image descriptor from the original image, this retrieval scheme directly generates image features from the compressed stream without firstly performing the decoding process. This type of retrieval aims to reduce the time computation for feature extraction/generation since most of multimedia images are already converted to compressed domain before they are recorded in any storage devices. In [11-14, 60], the image features are directly constructed from the typical Block Truncation Coding (BTC) or halftoning-based BTC compressed data stream without performing the decoding procedure. These image retrieval schemes involve two phases, indexing and searching, to retrieve a set of similar images from the database. The indexing phase extracts the image features from all of the images in the database which is later stored in database as feature vector. In the searching phase, the retrieval system derives the image features from an image submitted by a user (as query image), which are later utilized for performing similarity matching on the feature vectors stored in the database. The image retrieval system finally returns a set of images to the user with a specific similarity criterion such as color similarity, texture similarity, etc.

The concept of the BTC [1] is to look for a simple set of representative vectors to replace the original images. Specifically, the BTC compresses an image into a new domain by dividing the original image into multiple non-overlapped image blocks, and each block is then represented with two extreme quantizers (i.e. high and low mean values) and bitmap image. Two sub-images constructed by the two quantizers and the corresponding bitmap image are produced at the end of BTC encoding stage which are later transmitted into the decoder module through the transmitter. To generate the bitmap image, the BTC scheme performs thresholding operation using the mean value of each image block such that a pixel value greater than the mean value is regarded as 1 (white pixel) and vice versa. The traditional BTC method does not improve the image quality or compression ratio compared to JPEG or JPEG 2000. However, the BTC schemes achieves much lower computational complexity compared to that of these
techniques. Some attempts have been addressed to improve the BTC reconstructed image quality, compression ratio, and also to reduce the time computation [2].

Even though the BTC scheme needs low computational complexity, it often suffers from blocking effect and false contour problems, making it less satisfactory for human perception. The halftoning-based BTC, namely Error Diffusion Block Truncation Coding (EDBTC) [3-4], is proposed to overcome the two above disadvantages of the BTC. Similar to the BTC scheme, EDBTC looks for a new representation (i.e. two quantizer and bitmap image) for reducing the storage requirement. The EDBTC bitmap image is constructed by considering the quantized error which diffuses to the nearby pixels to compensate the overall brightness, and thus effectively remove the annoying blocking effect and false contour, while maintaining the low computational complexity. The low-pass nature of Human Visual System (HVS) is employed in [3, 4] to access the reconstructed image quality, in which the continuous image and its halftone version are perceived similarly by human vision when these two images viewed from a distance. The EDBTC method divides a given image into multiple non-overlapped image blocks, and each block is processed independently to obtain two extreme quantizers. This unique feature of independent processing enables the parallelism scenario. In bitmap image generation step, the pixel values in each block are thresholded by a fixed average value in the block with employing error kernel to diffuse the quantization error to the neighboring pixels during the encoding stage.

Some applications have been proposed in literature triggered by the successfulness of EDBTC such as image watermarking [3, 8-9], inverse halftoning [5], data hiding [6], image security [7], halftone classification [10], etc. The EDBTC scheme performs well in those areas with the promising result as reported in [3-10]. Since the EDBCT provides better reconstructed image quality than that of the BTC scheme. In this research, the concept of the EDBTC compression is catered to the CBIR domain, in which the image feature descriptor is constructed from the EDBTC compressed data stream. In this scheme, the compressed data stream which is already stored in database is not necessary decoded to obtain the image feature descriptor. The descriptor is directly derived from EDBTC color quantizers and bitmap image in compressed domain by involving the Vector Quantization (VQ) for the indexing. The
similarity criterion between the query and target image is simply measured using the EDBTC feature descriptor. This new CBIR system with the EDBTC feature can also be extended for video indexing and searching, in which the video is viewed and processed as a sequence of images. The EDBTC feature descriptor can also be adopted as an additional feature for object tracking, background subtraction, image annotation, image classification, and segmentation, etc. The EDBTC feature offers a competitive performance compared to that of the LBP-based feature, and thus the EDBTC feature can substitute the LBP-based feature for image processing and computer vision application with even faster processing efficiency.

A new image retrieval system has been proposed for the color image [69]. Three feature descriptors, namely Structure Element Correlation (SEC), Gradient Value Correlation (GVC), and Gradient Direction Correlation (GDC) are utilized to measure the similarity between the query image and the target images in database. This indexing scheme provides a promising result in big database and outperforms the former existing approaches as reported in [69]. The method in [70] compresses a grayscale image by combining the effectiveness of fractal encoding, Discrete Cosine Transform (DCT), and standard deviation of an image block. An auxiliary encoding algorithm has also been proposed to improve the image quality and to reduce the blocking effect. As reported in [70], this new encoding system achieves a good coding gain as well as the promising image quality with very efficient computation. In [71], a new method for tamper detection and recovery is proposed by utilizing the DCT coefficient, fractal coding scheme, and macte- block technique. This new scheme yields a higher tampering detection rate, and achieves good restored image quality as demonstrated in [71]. The method in [72] combines the fractal image compression and wavelet transform to reduce the time computation in image encoding stage. This method produces a good image quality with a fast encoding speed as reported in [72]. The fast and efficient image coding with the no-search fractal coding strategies have been proposed in [73, 74]. Both methods employ the modified gray-level transform to improve the successful matching probability between the range and domain block in the fractal coding. Two gray-level transforms on quadtree partition are used in [73] to achieve a fast image coding and to improve the
decoded image quality. The method [74] exploits a fitting plane method and a modified gray-level transform to speed up the encoding process. The fractal image coding presented in [74] accelerates the image encoding stage, reduces the compression ratio, and simultaneously improves the reconstructed image quality. A fast fractal coding is also proposed in [75] which utilizes the matching error threshold. This method firstly reduces the codebook capacity, and takes advantage of matching error threshold to shorten the encoding runtime. The method [75] can achieve a similar or better decoded image with the fast compression process compared to the conventional fractal encoding system with full search strategy.

The contributions can be summarized as follow: 1) extending the EDBTC image compression technique for the color image, 2) proposing two feature descriptors, namely Color Hitogram Feature (CHF) and Bit Pattern Histogram Feature (BHF), which can be directly derived from the EDBTC compressed data stream without performing decoding process, and 3) presenting a new low complexity joint content-based image retrieval system and color image compression by exploiting the superiority of EDBTC scheme. The rest of this paper is organized as follows. A brief introduction of EDBTC is provided in Section II. Section III presents the proposed EDBTC image retrieval including the image feature generation and accuracy computation. Extensive experimental results are reported at section IV. Finally, the conclusions are drawn at the end of this paper.

II. ERROR DIFFUSION BLOCK TRUNCATION CODING FOR COLOR IMAGE

This section presents a review of the EDBTC with its extension to color image compression. The EDBTC compresses an image in an effectively way by incorporating the error diffusion kernel to generate a bitmap image. Simultaneously, it produces two extreme quantizers, namely minimum and maximum quantizers. The EDBTC scheme offers a great advantage in its low computational complexity in the bitmap image and two extreme quantizers generation. In addition, EDBTC scheme produces better image quality compared to the classical BTC approaches. The detail explanation and comparison between EDBTC and BTC-based image compression can be found at [3, 4].

BTC and EDBTC have the same characteristic in which the bitmap image and the two extreme
values are produced at the end of the encoding stage. In BTC scheme, the two quantizers and its image bitmap are produced by computing the first moment, second moment, and variance value, causing a high computational burden. Suppose a color image of size $M \times N$ is partitioned into multiple non-overlapping image blocks of size $m \times n$. Let $f(x, y) = \{f_R(x, y), f_G(x, y), f_B(x, y)\}$ be an image block, where $x = 1, 2, ..., m$ and $y = 1, 2, ..., n$. For each image block, the EDBTC produces a single bitmap image $bm(x, y)$, and two extreme (color) quantizers ($q_{\text{min}}$ and $q_{\text{max}}$). The bitmap image size is identical to that of the original image size. EDBTC employs the error kernel to generate the representative bitmap image. Figure 1 shows the error diffusion kernels for Floyd-Steinberg, Stucki, Sierra, Burkers, Jarvis, and Stevenson. Different error kernels yield different bit pattern/halftoning patterns. The EDBTC exploits the dithering property of the error diffusion to overcome the false contour problem normally occurred in BTC compression. Moreover, the blocking effect can also be eased by its error kernel, since the quantization error on one side of the boundary can be compensated by the other side of the boundary. The correlation on both sides of a boundary between any pair of resulting image blocks can be maintained. The EDBTC bitmap image can be obtained by performing thresholding of the inter-band average value with the error kernel. In a block-based process, the raster-scan path (from left to right and top to bottom) is applied to process each pixel in a given image. Suppose that $f(x, y)$ and $\bar{f}(x, y)$ denote the original and inter-band average value, respectively. The inter-band average value can be computed as:

$$
\begin{align*}
&\left(\frac{1}{16}\right) \begin{bmatrix} 3 & * & 7 \\ 5 & 1 \\ \end{bmatrix} \\
&\left(\frac{1}{42}\right) \begin{bmatrix} 2 & 4 & 8 & 4 \\ 2 & 4 & 2 & 1 \\ \end{bmatrix} \\
&\left(\frac{1}{32}\right) \begin{bmatrix} 2 & 4 & 5 & 4 & 3 \\ 0 & 2 & 3 & 2 & 0 \\ \end{bmatrix} \\
&\left(\frac{1}{32}\right) \begin{bmatrix} 2 & 4 & 8 & 4 \\ 2 & 4 & 8 & 2 \\ \end{bmatrix} \\
&\left(\frac{1}{48}\right) \begin{bmatrix} 3 & 5 & * & 7 & 5 & 3 \\ 1 & 3 & 5 & 3 & 1 \\ \end{bmatrix} \\
&\left(\frac{1}{200}\right) \begin{bmatrix} 12 & 26 & * & 30 & 16 \\ 5 & 12 & 26 & 12 & 5 \\ \end{bmatrix}
\end{align*}
$$

Fig. 1. Error diffusion kernel: (a) Floyd-Steinberg [61], (b) Stucki [62], (c) Sierra [65], (d) Burkers [65], (e) Jarvis [63], and (f) Stevenson filter [64].
\[ \bar{f}(x,y) = \frac{1}{3}(f_R(x,y) + f_G(x,y) + f_B(x,y)). \] (1)

The \( f_R(x,y) \), \( f_G(x,y) \), and \( f_B(x,y) \) denote the image pixels in the red, green, and blue color channels, respectively. The inter-band average image can be viewed as the grayscale version of a color image.

The EDBTC performs the thresholding operation by incorporating the error kernel. We firstly need to compute the minimum, maximum, and mean value of the inter-band average pixels as follows:

\[ x_{\min} = \min_{x,y} \bar{f}(x,y), \] (2)

\[ x_{\max} = \max_{x,y} \bar{f}(x,y), \] (3)

\[ \bar{x} = \sum_{x=1}^{m} \sum_{y=1}^{n} \bar{f}(x,y). \] (4)

The bitmap image \( h(x,y) \) is generated using the following rule:

\[ h(x,y) = \begin{cases} 1, & \text{if } \bar{f}(x,y) \geq \bar{x}; \\ 0, & \text{if } \bar{f}(x,y) < \bar{x}. \end{cases} \] (5)

The intermediate value \( o(x,y) \) is also generated at the same time with the bitmap image generation.

The value \( o(x,y) \) can be computed as

\[ o(x,y) = \begin{cases} x_{\max}, & \text{if } h(x,y) = 1; \\ x_{\min}, & \text{if } h(x,y) = 0. \end{cases} \] (6)

The residual quantization error of EDBTC can be computed as:

\[ e(x,y) = \bar{f}(x,y) - o(x,y). \] (7)

The EDBTC thresholding process is performed in a consecutive way. One pixel is only processed once, and the residual quantization error is diffused and accumulated into the neighboring un-processed pixels.

The value \( \bar{f}(x,y) \) of un-processed yet pixel is updated using the following strategy:

\[ \bar{f}(x,y) = \bar{f}(x,y) + e(x,y) \ast \epsilon, \] (8)

where \( \epsilon \) is the error kernel to diffuse the quantization residual into its neighboring pixels which have not yet been processed in the EDBTC thresholding. The symbol \( \ast \) denotes the convolution operation.

Several error kernels can be used to perform the diffusion operation such as Jarvis error kernel [63], Burkers [65], Floyd-Steinberg [61], Sierra [65], Stucki [62], Stevenson [64], etc, as illustrated in Fig.1.

The reason of choosing the extreme values to represent an image block is to generate a dithered result.
(bit pattern illusion) to reduce the annoying blocking effect or false contour inherently existing in BTC images. Notably, the error at the boundary of an image block should be diffused to its neighboring blocks, thus the blocking effect can be significantly eased in the EDBTC reconstructed image.

The two extreme quantizers consist of RGB color information obtained by searching the minimum and maximum of value in an image block for each RGB color space. Two EDBTC color quantizers are
computed by looking for the minimum and maximum of all image pixels in each image block as:

\[ q_{\text{min}}(i, j) = \{ \min_{x,y} f_R(x, y), \min_{x,y} f_G(x, y), \min_{x,y} f_B(x, y) \} \]  \hspace{1cm} (9)

\[ q_{\text{max}}(i, j) = \{ \max_{x,y} f_R(x, y), \max_{x,y} f_G(x, y), \max_{x,y} f_B(x, y) \} \]  \hspace{1cm} (10)

Figure 2 illustrates the schematic diagram of the EDBTC image compression system. The EDBTC is not only able to compress an image, but also able to index an image in a CBIR system.

At the end of the EDBTC encoding process, two color quantizers and a bitmap image are sent to

Fig. 3. Reconstruction image quality comparison of BTC (first column) and EDBTC (second column) with Floyd-Steinberg error kernel over image block sizes (from first to fourth row) 4 × 4, 8 × 8, 16 × 16, and 32 × 32, respectively.
the decoder via a transmission channel. The decoder simply replaces the bitmap image which has value 1 with the maximum quantizer, while the value 0 is substituted with the minimum quantizer. There is no computation needed in the decoder side, making it very attractive in the real-time application. Figure 3 shows an image quality comparison of the EDBTC reconstructed image under Floyd-Steinberg, Stucki, and Stevenson error kernels over various image block sizes as $4 \times 4$, $8 \times 8$, $16 \times 16$, and $32 \times 32$. Compared with the BTC scheme, the EDBTC overcomes the blocking effect and false countur artifacts producing in the EDBTC image reconstructed.

III. EDBTC IMAGE INDEXING

The proposed EDBTC image indexing scheme is presented in this section. Figure 4 illustrates the block diagram of the proposed image retrieval system. First, the image is encoded using EDBTC to obtain the two representative quantizers (quantization levels) and the bitmap image. An image feature descriptor representing the image content is then constructed from the two quantizers and bitmap image. There are two features employed in the proposed method to characterize the image content, namely Color Histogram Feature (CHF) and Bit Histogram Feature (BHF). The CHF is derived from the two color
quantizers (maximum and minimum), and the BHF is constructed from the bitmap image.

A. Vector Quantization

Vector quantization (VQ) compresses an image in lossy mode based on block coding principle. It is a fixed-to-fixed length algorithm. The VQ finds a codebook by iteratively partitioning a given source vector with its known statistical properties to produce the codevectors with the smallest average distortion when a distortion measurement is *a priori* given. Let $C = \{c_1, c_2, ..., c_{N_c}\}$ be the color codebook generated using VQ consisting $N_c$ codewords. The VQ needs many images involved as the training set. The vector $c_k$ contains RGB color (or grayscale) information which is identical to the two EDBTC quantizers. Except for generating the color codebook, it is also required to construct the bit pattern codebook $B = \{B_1, B_2, ..., B_{N_b}\}$ consisting of $N_b$ binary codewords. For generating the bit pattern codebook, bitmap images are demanded as input/training set in the VQ process. The bi-level value in bitmap image is treated as a non-integer value which later is fed into VQ. At the end of the training stage, the hard binarization is performed for all codevectors as the final result using the soft centroid principle [24].

Given the color codebook $C = \{c_1, c_2, ..., c_{N_c}\}$, the VQ indexes the EDBTC minimum and maximum quantizers using the following formula:

$$\hat{i}_{\text{min}}(i,j) = \arg\min_{k=1,2,\ldots,N_c} \|q_{\text{min}}(i,j), c_k^{\text{min}}\|_2^2, \quad (11)$$

$$\hat{i}_{\text{max}}(i,j) = \arg\min_{k=1,2,\ldots,N_c} \|q_{\text{max}}(i,j), c_k^{\text{max}}\|_2^2. \quad (12)$$

for all $i = 1,2,\ldots,\frac{M}{m}$ and $j = 1,2,\ldots,\frac{N}{n}$. The symbol $i$ and $j$ denote the index of image block. The VQ reduces the bit required for storing the color minimum and maximum quantizers by performing the indexing process as indicated at (11) and (12). The entropy coding with lossless or lossy approach can be applied to further reduce the bits required before the transmission process.

At the same time, the VQ method indexes a EDBTC bitmap image $bm(i,j) = \{h(x,y)|x = 1,2,\ldots,m; y = 1,2,\ldots,n\}$ with the bit pattern codebook $B = \{B_1, B_2, ..., B_{N_b}\}$ using the following
procedure:

\[
\tilde{b}(i, j) = \arg\min_{k=1,2,\ldots,N_b} \delta_H\{b_m(i, j), B_k\},
\]

for all \( i = 1,2,\ldots,\frac{M}{m} \) and \( j = 1,2,\ldots,\frac{N}{n} \). The symbol \( \delta_H\{\cdot,\cdot\} \) denotes the Hamming distance between two binary patterns (vectors). The VQ performs indexing for both color and bitmap image which may further reduce the bit required in the ODBTC compression scheme. Based on our observation, the VQ-indexed information is not only useful for image compression, but it also can index an image in effectively and efficiently for a CBIR system.

\[\text{Min/Max Quantizer}\]
\[\text{Color Codebook}\]
\[\text{Color Quantization}\]
\[\text{Compute Color Histogram}\]
\[\text{CHF}\]
\[\text{CHF}_{\text{min}}\text{ or } \text{CHF}_{\text{max}}\]

Fig. 5. Illustration of CHF computation.

B. Color Histogram Feature (CHF)

The CHF is derived from the two EDBTC color quantizers, while BHF is computed from EDBTC bitmap image. In this study, the \( \text{CHF}_{\text{min}} \) and \( \text{CHF}_{\text{max}} \) are developed from the color minimum and maximum quantizer, respectively. The \( \text{CHF}_{\text{min}} \) and \( \text{CHF}_{\text{max}} \) capture color information from a given image. These features represent the combination of pixel brightness and color distribution in an image. The \( \text{CHF}_{\text{min}} \) and \( \text{CHF}_{\text{max}} \) features can be computed using the following equations:

\[
\text{CHF}_{\text{min}}(k) = \Pr\{i_{\text{min}}(i, j) = k\mid i = 1,2,\ldots,\frac{M}{m}; j = 1,2,\ldots,\frac{N}{n}\},
\]

\[
(14)
\]
\[ \text{CHF}_{\text{max}}(k) = \Pr \{ i_{\text{max}}(i,j) = k | i = 1, 2, ..., \frac{M}{m}; j = 1, 2, ..., \frac{N}{n} \}, \] \hspace{1cm} (15)

In a nutshell, the CHF_{min} and CHF_{max} are the VQ-indexed histogram from the color minimum and maximum quantizers, respectively. It only calculates the occurrence of certain color codewords appeared in an image. Figure 5 illustrates the CHF computation of the proposed EDBTC image retrieval system.

**C. Bit Pattern Histogram Feature (BHF)**

Another feature generated from a VQ-indexed EDBTC datastream is the BHF. This feature captures the visual pattern, edge, and textural information in an image. The BHF can be obtained by tabulating the occurrence of a specific bit pattern codebook in an image. The BHF can be generated using the following equation:

\[ \text{BHF}(k) = \Pr \{ \delta(i,j) = k | i = 1, 2, ..., \frac{M}{m}; j = 1, 2, ..., \frac{N}{n} \}, \] \hspace{1cm} (16)

Figure 6 shows the flowchart of the BHF computation. The BHF can be viewed as the histogram of the
indexed bit pattern of the EDBTC bitmap image. The color and bit pattern feature can be used individually or together based on the user’s preference.

D. Image Retrieval with EDBTC Feature

The similarity distance computation is needed to measure the similarity degree between two images. The distance plays the most important role in the CBIR system since the retrieval result is very sensitive with the chosen distance metric. The image matching between two images can be performed by calculating the distance between the query image given by a user against the target images in the database based on their corresponding features (CHF and BHF). After the similarity distance computation, the system returns a set of retrieved image ordered in ascending manner based on their similarity distance scores.

The similarity distance between the two images, namely query and target images, can be formally defined as follows:

$$
\delta(\text{query, target}) = \alpha_1 \sum_{k=1}^{N_c} \frac{|\text{CHF}_{\text{query}}^\text{min}(k) - \text{CHF}_{\text{target}}^\text{min}(k)|}{\text{CHF}_{\text{query}}^\text{min}(k) + \epsilon} + \alpha_2 \sum_{k=1}^{N_c} \frac{|\text{CHF}_{\text{query}}^\text{max}(k) - \text{CHF}_{\text{target}}^\text{max}(k)|}{\text{CHF}_{\text{query}}^\text{max}(k) + \epsilon} + \alpha_3 \sum_{k=1}^{N_b} \frac{|\text{BHF}_{\text{query}}(k) - \text{BHF}_{\text{target}}(k)|}{\text{BHF}_{\text{query}}(k) + \epsilon},
$$

(17)

where $\alpha_1$, $\alpha_2$, and $\alpha_3$ are the similarity weighting constants representing the percentage contribution of the CHF and BHF in the proposed image retrieval process. The value 1 means that the color or bit pattern feature is catered in the similarity distance, while the value 0 meaning that the color or bit pattern feature is disabled in the distance computation. A small number $\epsilon$ is added into denominator to avoid the mathematic division error. The $\text{CHF}_{\text{query}}$ and $\text{BHF}_{\text{query}}$ denote the color and bit pattern feature descriptors of the query image, respectively, while the symbols $\text{CHF}_{\text{target}}$ and $\text{BHF}_{\text{target}}$ represent the image descriptors of the target image in database.

E. Performance Measurement

The successfulness of the proposed EDBTC retrieval system is measured with the precision, recall, and Average Retrieval Rate (ARR) value. These values indicate the percentage of relevant image returned
by a CBIR system with a specific number of retrieved images $L$. The precision ($P(q)$) and recall ($R(q)$) values are defined as:

$$P(q) = \frac{n_q}{L},$$

$$R(q) = \frac{n_q}{N_q},$$

where $n_q$ and $N_q$ denote the number of relevant images against a query image $q$, and the number of all relevant images against a query image $q$ in database. A higher value in precision and recall exhibits the better retrieved result.

The other metric employed to measure the retrieval performance is the ARR value which can be formally defined as:

$$ARR = \frac{1}{|DB|} \sum_{i=1}^{|DB|} R(I_i, n)_{n \geq 16},$$

$$R(I_i, n) = \frac{n_q}{N_q},$$

where the $|DB|$ denotes the total number of images in the database. Similar to the precision and recall rates, a greater ARR value indicates that the image retrieval system performs well/better in retrieving a set of similar images. Normally, a set of returned image is more preferable to a user.

IV. EXPERIMENTAL RESULTS

In this section, extensive experiment results are reported to demonstrate the effectiveness of the proposed EDBTC image indexing method. Several image databases consisting of the natural and textural image are utilized in this experiment to have an in-depth investigate of the successfulness of the proposed CBIR system. The proposed image retrieval system extracts the image features from all images in the database using the proposed CHF and BHF EDBTC features. The similarity between the query image and target image is measured based on the similarity distance score from their descriptors. A set of retrieved images is returned by the system in ascending order based on the similarity distance values. In this experiment, the retrieval accuracy is measured using the average precision, average recall, or ARR value over all
query images. The higher average precision rate and ARR value indicate that the system is able to retrieve a set of returned image which has more similar appearance with the query image.

A. Database and Codebook Generation

The natural and textural images are incorporated to investigate the successfulness of the proposed method. The first experiment utilizes the natural color images consisting two databases, i.e., Corel 1000 and Corel 10,000 databases. The experiments were carried out with the commercially available Corel Photo Collections [25], consisting of 1000 color images of size $384 \times 256$. All images in database are grouped into ten classes, and each class consists of 100 images with different semantic categories such as people, beach, building, bus, dinosaur, elephant, flower, horse, mountain, and food. The images in the same class or semantic category are regarded as similar images. For the second experiment, the proposed method and the former schemes are fairly investigated using 10,000 natural images from the Corel dataset as in [30, 31]. The database consists of 100 categories with different semantic names as beach, car, fish, door sunset, etc. Each category contains 100 images. The performance accuracy of the proposed method and the former schemes for Corel 1000 and Corel 10,000 is compared based on their average precision rate.

For the other experiment, a comparison is made between the proposed EDBTC indexing with the former schemes under the textural image. Herein, both of the grayscale and color textural image databases, namely DB1 and DB2, as similar in [41] are involved. The DB1 and DB2 consist of 116 and 40 different texture classes, respectively. The DB1 contains 109 grayscale images collected from the Brodatz texture photographic album [47] and 7 grayscale images from USC database [48]. On the other hand, the DB2 has 40 different color texture images assembled from the Vistex texture dataset in [49]. Each image is of size $512 \times 512$ which is further divided into 16 non-overlapping images of size $128 \times 128$. Thus, the DB1 and DB2 consist of 1856 ($116 \times 16$) and 640 ($40 \times 16$) images, respectively. The main purpose of using the DB1 and DB2 is to make a fair comparison between the proposed EDBTC image retrieval with the former methods. Additional databases, namely DB3 and DB4
of sizes 416 and 640, respectively, are also employed to further investigate the superiority of the proposed indexing method compared with the fractal-based image retrieval. Figure 7 shows some image samples from the test database: (a) Corel 1000, (b) Brodatz, and (c) Vistex database.
samples from several databases such as Corel 1000, Brodatz, and Vistex image databases. In the textural image database, the successfulness of the proposed method is measured in terms of the ARR value in which a higher ARR value indicates the better retrieval result. The retrieval performance of the proposed method is investigated not only for natural image, but also for the textural image as well as in the color and grayscale modes.

We firstly perform color and bit pattern quantization by means of VQ to obtain corresponding codebooks for the CHF and BHF. The color codebook is simply generated using the common LBG-VQ, while the bit pattern codebook is computed using the binary LBG-VQ with soft centroid strategy [24]. In the bit pattern codebook generation, the common LBG-VQ computes and searches the representative codebook from the training data in binary form by treating the binary values as real values. The image block in binary values is firstly converted into real values before bit pattern codebook generation. At the codebook generation, all components of a codevector may have intermediate values between zero (black pixel) and one (white pixel), and not necessary in binary values. It can be seen that the training vectors are firstly initialized at the corners of the hypercube space, and then the codevectors are later updated and calculated by shifting inside the cube during the training process. At the end of the training stage, the hard binarization is performed for all codevectors to obtain the final result, i.e., trained bit pattern codebook.

Five images of each class are randomly chosen from the Corel 1000 database as the training set to generate color and bit pattern codebook by applying the color LBG-VQ and soft centroid binary VQ training, respectively. The color and bit pattern codebook are generated only for once, and then used for all image databases such as Corel 1000, Corel 10,000, Vistex, etc. In other words, these codebooks can be regarded as predetermined data for image retrieval.
Fig. 8. Examples of image retrieval results using (a) Corel 1000, (b) Vistex, and (c) Brodatz databases.
B. Effectiveness of the CCF and BHF

Some experiments are additionally conducted to further investigate the effectiveness of the proposed feature descriptor. First, EDBTC encodes all images in the database over various image block sizes, i.e., $4 \times 4$, $8 \times 8$, $16 \times 16$, and $32 \times 32$, to obtain an image feature descriptor. Two color quantizers and the bitmap image are produced at the end of the EDBTC encoding. The color quantizers are fed into the color VQ module, while the bit pattern is for the bit pattern VQ processing. The color quantization is performed by incorporating the trained codebook in which the CHF is sequentially produced after the VQ indexing process. The CHF is simply generated by computing the histogram of the VQ-indexed color. Simultaneously, the bit pattern indexing is also processed using the trained bit pattern codebook to obtain the BHF. The CHF and BHF are then stored in the database for similarity matching when a query image is turned against the targeted images in the database. In this experiment, the color and bit pattern codebook sizes are determined as $N_c = 64$ and $N_b = 256$ to yield a similar feature dimension as that of the former compared schemes.

Figure 8 shows some retrieved examples using the proposed image retrieval scheme under Corel 1000, Vistex, and Brodatz image databases. Among these, the query image is placed on the left hand side for each row, whereas the retrieved image set is shown subsequently from left to right based on their similarity distance ordered in descending manner. From these results, it can be seen that the proposed EDBTC retrieval system is very effective to index an image for CBIR application.

We further investigate the successfulness of the proposed EDBTC feature descriptor under Corel 1000 and DB1 databases. All images in database are turned as query image successively, and the retrieval accuracy is computed based on the average precision and recall value for the two image databases. In our retrieval strategy, a set of retrieved images is returned by the system and is ordered in descending manner based on the visual similarity score. The accuracy is observed under the number of the retrieved images $L = \{10, 20, \ldots, 100\}$ and $L = \{4, 8, \ldots, 16\}$ for Corel 1000 and DB1, respectively. The similarity constants are simply set at $\alpha_i = \{0, 1\}$ for $i = 1, \ldots, 3$, where the value 1 indicates that the corresponding feature is used for computing the similarity distance, and vice versa. For example, when
BHF is employed, the similarity weighting constants are set as \( \alpha_1 = 0, \alpha_2 = 0, \alpha_3 = 1 \). In this experiment, the effectiveness of EDBTC feature descriptor is also investigated over several block sizes such as \( 4 \times 4, 8 \times 8, 16 \times 16, \) and \( 32 \times 32 \).

Figure 9 shows the average precision recall values of proposed EDBTC feature descriptor under Corel 1000 database. The image feature descriptor can be employed individually (such as only using \( \text{CHF}_{\text{min}}, \text{CHF}_{\text{max}}, \) or BHF) or combined among several features (such as \( \text{CHF}_{\text{min}} + \text{BHF}, \text{CHF}_{\text{min}} + \text{CHF}_{\text{max}}, \) etc). For the Corel 1000 database, the combination of all features yields the best average precision and recall over all image block sizes. The same fact can also be found for DB1 as reported in Fig. 10. The usage of all features produces the highest average precision and recall rates over all image block sizes and all numbers of retrieved images, since all features can completely capture the color distribution as well as the edge and image content which are very important in the image retrieval system.
An additional experiment were also carried out to further investigate the effect of the EDBTC error kernels on the proposed image retrieval system. Table I shows the average precision rates over different block sizes, when different EDBTC error kernels are employed in the feature extraction stage. From this result, we can see that the Stevenson error filter yields the best retrieval result compared with the other error kernels under 4 × 4 image block size. It is noteworthy that the differences among the average precision values for all kernels are not significant (the difference is only about 1%), meaning that the EDBTC is stable and the kernel choice leads to slight difference in the image retrieval performance.

C. Comparison with former existing methods

This experiment aims at making some comparisons among the proposed method and former existing
methods under all image databases. For comparison purpose, the EDBTC image block size is determined at $4 \times 4$. For the Corel 1000 database, the color and bit pattern codebook are chosen as $N_c = 64$ and $N_b = 256$, respectively, as identical to that of the BTC-based image indexing schemes [11-14, 60] for a fair comparison. The color and bit pattern codebooks are set with $N_c = 64$ and $N_b = 64$ for Corel 10,000 database to further reduce the time computation for feature extraction and similarity matching. The proposed feature dimensionality is $N_c + N_c + N_b$, while the dimensionalities of the former BTC-based image indexing scheme are $N_c^2 + N_b$ [11], $3N_c + 3N_c + 3N_b$ [12], $2N_c^2$ [13], and $2N_c^2 + N_b$ [60]. The color and bit pattern in [12] are fixed at $N_c = N_b = 256$. In this experiment, the dimensionalities of the proposed image features are $64 + 64 + 256$ and $64 + 64 + 64$ for Corel 1000 and Corel 10,000 image databases, respectively. In the case of textural database, the size of the color and bit pattern codebooks are chosen as identical to the feature dimensionality indicated in Table IV. For Corel 1000 and 10,000 databases, the similarity weighting constant is set at $\alpha_i = 1$ for $i = 1, \ldots, 3$, indicating that all image features are employed.

In this experiment, all images in the Corel 1000 database are turned as query, and the accuracy performance is measured with the average precision rate among all query images with the number of retrieved images $L = 20$. For Corel 10,000 database, the experiments were conducted as similar to that of [31, 34], setting by randomly selecting 20 image categories out of 100 categories. For each category, 10 images are randomly drawn and turned as query images in which the average precision

<table>
<thead>
<tr>
<th>Error Kernel</th>
<th>Block Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4 x 4</td>
</tr>
<tr>
<td>Jarvis [63]</td>
<td>0.760</td>
</tr>
<tr>
<td>Burkers [65]</td>
<td>0.758</td>
</tr>
<tr>
<td>Floyd-Steinberg [61]</td>
<td>0.797</td>
</tr>
<tr>
<td>Sierra [65]</td>
<td>0.799</td>
</tr>
<tr>
<td>Stucki [62]</td>
<td>0.800</td>
</tr>
<tr>
<td>Stevenson [64]</td>
<td>0.802</td>
</tr>
</tbody>
</table>
rate is later computed for all query images. As similar to the experimental setting in [31, 34], the number of retrieved image is set at \(L = 10\). Table II exhibits the comparisons among the proposed method and former image indexing schemes under Corel 1000 and Corel 10,000 databases. It can be seen that the proposed method outperforms the former existing CBIR methods under Corel 1000 and Corel 10,000 databases. With the Corel 1000 image database, the MSD [42], SED [30], CSD3 [44], SEC+GVC+GDC [69], and the proposed method yield retrieval rates 0.85, 0.97, and 0.81, 0.979, and 0.984, respectively, in which ten images of each category are turned as query image with the number of retrieved images, \(L = 10\). The proposed method is slightly superior to that of the method [69] and the former existing methods under the same experimental setting. Yet, the proposed method outperforms all of the existing

<table>
<thead>
<tr>
<th>Method</th>
<th>Corel 1000 Average Precision</th>
<th>Corel 10,000 Average Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gahroudi [12]</td>
<td>0.396</td>
<td>EOAC [46]</td>
</tr>
<tr>
<td>Jhanwar [16]</td>
<td>0.526</td>
<td>CSD3 [44]</td>
</tr>
<tr>
<td>Huang [17]</td>
<td>0.532</td>
<td>MTH [43]</td>
</tr>
<tr>
<td>Chiang [19]</td>
<td>0.533</td>
<td>EHD [45]</td>
</tr>
<tr>
<td>Silakari [14]</td>
<td>0.560</td>
<td>MSD [42]</td>
</tr>
<tr>
<td>Saadatmand [26]</td>
<td>0.565</td>
<td>SEC+GVC+GDC [69]</td>
</tr>
<tr>
<td>Moghaddam [27]</td>
<td>0.566</td>
<td>Proposed Method 0.798</td>
</tr>
<tr>
<td>Qiu [11]</td>
<td>0.595</td>
<td>ODII [60]</td>
</tr>
<tr>
<td>Z.M. Lu [21]</td>
<td>0.600</td>
<td></td>
</tr>
<tr>
<td>Lu [18]</td>
<td>0.665</td>
<td></td>
</tr>
<tr>
<td>Yu [13]</td>
<td>0.717</td>
<td></td>
</tr>
<tr>
<td>Subrahmanyam [68]</td>
<td>0.725</td>
<td></td>
</tr>
<tr>
<td>Lin [15]</td>
<td>0.727</td>
<td></td>
</tr>
<tr>
<td>ElAlami [23]</td>
<td>0.739</td>
<td></td>
</tr>
<tr>
<td>Subrahmanyam [28]</td>
<td>0.740</td>
<td></td>
</tr>
<tr>
<td>Poursistani [22]</td>
<td>0.743</td>
<td></td>
</tr>
<tr>
<td>ODII [60]</td>
<td>0.773</td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>0.797</td>
<td></td>
</tr>
</tbody>
</table>
schemes with the Corel 10,000 image database.

An additional experiment were conducted to compare the accuracy performance among the proposed method and former image retrieval schemes using Local Binary Patterns (LBP) feature and its variants such as Local Binary Pattern (LBP) [35], Local Tenary Pattern (LTP) [36], Local Tetra Pattern (LTrP) [50], Local Derivative Pattern (LDP) [67], Local Maximum Edge Binary Pattern (LMEBP) [41], Gabor LMEBP (GLMEBP) [41], Gabor LBP (GLBP) [37], etc. The experiments were investigated using the DB1 and DB2 databases by considering the ARR value to evaluate the image retrieval accuracy. All images in the databases are in turn considered as the query image. The LBP and its variants (which are

<table>
<thead>
<tr>
<th>Method</th>
<th>Feature Dimension</th>
<th>ARR for DB1</th>
<th>ARR for DB2</th>
</tr>
</thead>
<tbody>
<tr>
<td>GT with GGD&amp;KLD [39]</td>
<td>$4 \times 6 \times 2$</td>
<td>17.19</td>
<td>76.57</td>
</tr>
<tr>
<td>DT-CWT [40]</td>
<td>$(3 \times 6 + 2) \times 2$</td>
<td>74.73</td>
<td>80.78</td>
</tr>
<tr>
<td>DT-RCWT [40]</td>
<td>$(3 \times 6 + 2) \times 2$</td>
<td>71.17</td>
<td>75.78</td>
</tr>
<tr>
<td>DT-CWT+DT-RCWT [40]</td>
<td>$2 \times (3 \times 6 + 2) \times 2$</td>
<td>77.75</td>
<td>82.34</td>
</tr>
<tr>
<td>LBP [35]</td>
<td>256</td>
<td>73.26</td>
<td>82.27</td>
</tr>
<tr>
<td>LTP [36]</td>
<td>$2 \times 256$</td>
<td>79.96</td>
<td>82.38</td>
</tr>
<tr>
<td>GLBP [37]</td>
<td>$3 \times 4 \times 256$</td>
<td>75.21</td>
<td>84.74</td>
</tr>
<tr>
<td>LMEBP [41]</td>
<td>$8 \times 512$</td>
<td>83.28</td>
<td>87.77</td>
</tr>
<tr>
<td>GLMEBP [41]</td>
<td>$3 \times 4 \times 512$</td>
<td>82.01</td>
<td>87.93</td>
</tr>
<tr>
<td>LDP [67]</td>
<td>$4 \times 59$</td>
<td>79.91</td>
<td>87.27</td>
</tr>
<tr>
<td>LTrP [50]</td>
<td>$13 \times 59$</td>
<td>85.3</td>
<td>90.02</td>
</tr>
<tr>
<td>GLTrP [50]</td>
<td>$13 \times 59$</td>
<td>82.04</td>
<td>90.16</td>
</tr>
<tr>
<td>GLDP [67]</td>
<td>$4 \times 59$</td>
<td>79.24</td>
<td>88.18</td>
</tr>
<tr>
<td>MCMCM+DBPSP [68]</td>
<td>$9 \times 7 \times 7 + 6$</td>
<td>-</td>
<td>86.17</td>
</tr>
<tr>
<td>ODII [60]</td>
<td>$N_{\text{min}} = N_{\text{max}} = 128, N_b = 128$</td>
<td>85.56</td>
<td>93.23</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>256 ($N_{\text{min}} = N_{\text{max}} = 128$)</td>
<td>84.27</td>
<td>90.47</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>256 ($N_{\text{max}} = 128, N_b = 128$)</td>
<td>87.4</td>
<td>90.63</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>272 ($N_{\text{min}} = N_{\text{max}} = 128, N_b = 16$)</td>
<td>87.51</td>
<td>89.95</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>384 ($N_{\text{min}} = N_{\text{max}} = N_b = 128$)</td>
<td>90.09</td>
<td>92.55</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>192 ($N_{\text{min}} = N_{\text{max}} = N_b = 64$)</td>
<td>80.74</td>
<td>91.77</td>
</tr>
</tbody>
</table>
originally designed for grayscale image) generate an image feature descriptor by extracting textural

<table>
<thead>
<tr>
<th>Method</th>
<th>Feature Dimension</th>
<th>ARR</th>
<th>Method</th>
<th>Feature Dimension</th>
<th>ARR</th>
</tr>
</thead>
<tbody>
<tr>
<td>IH</td>
<td>256</td>
<td>55.5</td>
<td>FC [52]</td>
<td>(M/B)^2</td>
<td>23.4</td>
</tr>
<tr>
<td>FDI [51]</td>
<td>M × N</td>
<td>21.4</td>
<td>HWQCS [53]</td>
<td>16</td>
<td>45.1</td>
</tr>
<tr>
<td>FC [52]</td>
<td>4 × M/B × N/B</td>
<td>21.4</td>
<td>JHMS [55]</td>
<td>256</td>
<td>71.2</td>
</tr>
<tr>
<td>HWQCS [53]</td>
<td>8</td>
<td>44.5</td>
<td>FIRE [56]</td>
<td>20</td>
<td>51.7</td>
</tr>
<tr>
<td>Index-1[54]</td>
<td>64</td>
<td>51.7</td>
<td>FIRE without</td>
<td>xd,yd [56]</td>
<td>20</td>
</tr>
<tr>
<td>Index-2[54]</td>
<td>68</td>
<td>66.1</td>
<td>FS [57]</td>
<td>68</td>
<td>58.2</td>
</tr>
<tr>
<td>Index-3[54]</td>
<td>256</td>
<td>71.0</td>
<td>NFBMFV [58]</td>
<td>68</td>
<td>50.3</td>
</tr>
<tr>
<td>Index-4[54]</td>
<td>256</td>
<td>67.8</td>
<td>HE [59]</td>
<td>13</td>
<td>53.2</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>48 (N_min = N_max</td>
<td>67.46</td>
<td>JHSE [59]</td>
<td>4 × 13</td>
<td>67.2</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>= N_b = 16)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>96 (N_min = N_max</td>
<td>71.83</td>
<td>JHMSE [59]</td>
<td>16 × 4 × 13</td>
<td>85.3</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>= N_b = 32)</td>
<td></td>
<td></td>
<td>= 832</td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>192 (N_min</td>
<td>80.96</td>
<td>HM+JHSE [59]</td>
<td>16 + 4 × 13</td>
<td>82.7</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>= N_max = N_b</td>
<td></td>
<td></td>
<td>= 68</td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>= 64)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>256 (N_min = N_b</td>
<td>88.00</td>
<td>HM+HS+HE [59]</td>
<td>16 + 4 + 13</td>
<td>81.2</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>= N_b = 128)</td>
<td></td>
<td></td>
<td>= 33</td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>256 (N_max = N_b</td>
<td>87.30</td>
<td>HM+HS [59]</td>
<td>16 + 4 = 20</td>
<td>69.7</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>= N_b = 128)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>48 (N_min</td>
<td>83.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>= N_max = N_b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>= 16)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>96 (N_min</td>
<td>83.69</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>= N_max = N_b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>= 32)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>192 (N_min</td>
<td>84.46</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>= N_max = N_b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>= 64)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>256 (N_min</td>
<td>78.83</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>= N_b = 128)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>256 (N_max</td>
<td>79.41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>= N_b = 128)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
information and distribution in an image. Table III shows the comparison results among the proposed method and former LBP-based image retrieval systems under the textural image datasets. As it can be seen, the proposed method outperforms the former LBP-based image retrieval systems under textural databases DB1 and DB2. However, the proposed method is slightly inferior to ODII [60] in textural color image database DB2. Based on this result, the proposed method performs well to index the natural images and grayscale images.

The other experiment was conducted to have an in-depth investigation of the proposed method in processing textural image. In this experiment, the proposed method is compared with the fractal-based image retrieval systems [51-59]. As reported in [51-59], the fractal-based image retrieval methods achieve promising image retrieval accuracy, making it suitable to index the textural images. In this experiment, the comparison was conducted with DB3 and DB4 databases by investigating the ARR values with all images in the databases are successively turned as query images. Table IV shows the experimental results of the proposed method compared with the fractal-based image retrieval systems. The proposed image retrieval scheme provides a great improvement compared with the former fractal-based schemes, and thus the proposed scheme can be a potential candidate in the content-based image retrieval system.

D. Computational Complexity

It is very interesting to compare the computational complexity of the proposed method with several competing image indexing schemes [22, 35, 50, 60, 68]. The computation complexity is measured with the big-Oh notation. The time complexity is examined for the feature extraction and distance computation process. To make a fair comparison, the complexity of the feature extraction is evaluated in terms of image size, image block size, and codebook size (or neighboring operation for LBP-based schemes). On the other hand, the complexity of distance computation is investigated in terms of the feature dimensionality. Let the image size, image block size, codebook size, and feature dimensionality (histogram length) are denoted as \( M \times N \), \( m \times n \), \( d \), and \( h \). Table V shows the comparison of
Computational complexity among the proposed method with the competitive schemes. As it can be seen, the proposed method has a competitive computation complexity for feature extraction and distance computation stage.

**CONCLUSIONS**

A new method is proposed in this study for color image indexing by exploiting the simplicity of the EDBTC method. A feature descriptor obtained from a color image is constructed from the EDBTC encoded data (two representative quantizers and its bitmap image) by incorporating the VQ. The CHF effectively represents the color distribution within an image, while the BHF characterizes the image edge and texture. The experimental results demonstrate that the proposed method is not only superior to the former BTC-based image indexing schemes, but also the former existing methods in the literature related to the content based image retrieval. To achieve a higher retrieval accuracy, another feature can be added.

### Table V. Computational Complexity Comparison.

The time complexity of feature extraction is computed in terms of image size, block size, and codebook size. The time complexity of distance computation is measured in terms of feature dimensionality.

<table>
<thead>
<tr>
<th>Method</th>
<th>Feature Extraction</th>
<th>Distance Computation</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEC+GVC+GDC [69]</td>
<td>$O\left(\frac{M}{2} \times \frac{N}{2} \times d\right)$</td>
<td>$O(h_1 + h_2 + h_3) \approx O(h)$</td>
<td>$d = 8, h_1 = 8, h_2 = 32, h_3 = 90$</td>
</tr>
<tr>
<td>MCMCM+DBPSP [68]</td>
<td>$O\left(\frac{M}{2} \times \frac{N}{2} \times d\right)$</td>
<td>$O(9h_1^2 + h_2) \approx O(h^2)$</td>
<td>$d = 7, h_1 = 7, h_2 = 6$</td>
</tr>
<tr>
<td>LBP [35]</td>
<td>$O(M \times N)$</td>
<td>$O(h)$</td>
<td>$h = 59$</td>
</tr>
<tr>
<td>LTrP [50]</td>
<td>$O(M \times N \times d)$</td>
<td>$O(13h) \approx O(h)$</td>
<td>$d = 32, h = 59$</td>
</tr>
<tr>
<td>Poursistani [22]</td>
<td>$O\left(\frac{M}{8} \times \frac{N}{8} \times d\right)$</td>
<td>$O(h)$</td>
<td>$d = 256, h = 256$</td>
</tr>
<tr>
<td>ODII [60]</td>
<td>$O\left(\frac{M}{m} \times \frac{N}{n} \times d\right)$</td>
<td>$O(2h_1^2 + h_2) \approx O(h^2)$</td>
<td>$d = 256, h_1 = 64, h_2 = 256$</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>$O\left(\frac{M}{m} \times \frac{N}{n} \times d\right)$</td>
<td>$O(2h_1 + h_2) \approx O(h)$</td>
<td>$d, h_1, h_2 \in {4, 8, \ldots, 256}$</td>
</tr>
</tbody>
</table>

$M \times N$: image size, $m \times n$: image block size, $d$: codebook size, $h$: feature dimensionality.
into the EDBTC indexing scheme with the other color spaces such as YCbCr, Hue-Saturation-Intensity, lab, etc. An extension of the EDBTC image retrieval system can be brought to index video by considering the video as a sequence of images. This strategy shall consider the temporal information of the video sequence to meet the user requirement in the CBIR context.
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